
DOI 10.2478/ama-2024-0041                                                                                                                                                          acta mechanica et automatica, vol.18 no.3 (2024) 

367 

NEW SOLITARY WAVES FOR THIN-FILM FERROELECTRIC MATERIAL EQUATION  
ARISING IN DIELECTRIC MATERIALS 

Jalil MANAFIAN*/** , Walla Rahim JUADIH*** , Amitha Manmohan RAO**** , Baharak ESLAMI*****   

Natavan ALLAHVERDIYEVA****** , Parvin MUSTAFAYEVA*******  

*Department of Applied Mathematics, Faculty of Mathematical Sciences, University of Tabriz, Tabriz, Iran 

**Natural Sciences Faculty, Lankaran State University, 50, H. Aslanov str., Lankaran, Azerbaijan 

***Computer Science Department, College of Education for Pure Sciences, University of Thi-Qar, Nasiriya, Iraq. 

****Department of Mathematics \& Statistics, N.S.S College of Commerce & Economics,  

University of Mumbai, Mumbai, Maharashtra, India 

*****Department of Physics, Payame Noor University, P.O. Box 19395-4697, Tehran, Iran 

******Sumgait State University, Sumgait, Azerbaijan 

*******Ganja State University, Haydar Aliyev Ave., 429, Ganja, Azerbaijan 

j_manafianheris@tabrizu.ac.ir, wallarahim85@gmail.com, amitha.m.rao@gmail.com, Bkeslami@pnu.ac.ir 
natavan.sdu@gmail.com, pervin.mustafayeva.81@mail.ru 

received 11 August 2023, revised 24 October 2023, accepted 3 November 2023 

Abstract: In this paper, the thin-film ferroelectric material equation (TFFME), which enables the propagation of solitary polarisation  
in thin-film ferroelectric materials is investigated, will be expressed through the non-linear evolution models. Ferroelectrics are dielectric 
materials that explain wave propagation non-linear demeanors. The non-linear wave propagation form is administrated by TFFME.  
To investigate the characterisations of new waves and solitonic properties of the TFFME, the modified exponential Jacobi technique  
and rational exp(−ϕ(η))-expansion technique are used. Plenty of alternative responses may be achieved by employing individual  

formulas; each of these solutions is offered by some plain graphs. The validity of such schemes and solutions may be exhibited  
by assessing how well the relevant schemes and solutions match up. The effect of the free variables on the manner of acting of reached 
plots to a few solutions in the exact forms was also explored depending upon the nature of non-linearities. The descriptive characteristics 
of the reached results are presented and analysed by some density, two- and three-dimensional figures. We believe that our results would 
pave the way for future research generating optical memories based on non-linear solitons. 

Key words: thin-film ferroelectric material equation, ferroelectrics are dielectric materials, modified exponential Jacobi method,          
                    rational exp(−ϕ(η))-expansion method, soliton solution  

1. INTRODUCTION 

Ferroelectric thin films have become a potential nominee in 
the field of ultraviolet photodetectors detection due to their wide 
bandgap and unique photovoltaic aspects. Additionally, ferroelec-
tric thin films perform excellent dielectric, piezoelectric, pyroelec-
tric, acousto-optic effects, etc. [1]. Xiao et al. [2] showed that the 
growth of ferroelectric layer on the original perovskite grains can 
reduce the formation of grain boundaries and hence minimise the 
recombination of electrons and holes at grain boundaries. The 
solitary wave dynamics of the thin-film ferroelectric material equa-
tion (TFFME) were investigated by Xiao et al. [2]. Umoh et al. [3] 
used nanoelectronic devices based on oxide films to require 
materials for exhibiting combined properties such as ferroelectrici-
ty, ferromagnetism and ferroelasticity at the same phase. An 
analysis of the thermal and ferroelectric properties of using a thin 
film in a transverse field extended for a higher spin within the 
quantum Monte Carlo method was provided by  Tarnaoui et al. 
[4]. Ferroelectric thin films have demonstrated great potential in 
electrocaloric solid-state refrigeration on account of large adia-
batic temperature changes [3]. Yang et al. [5] demonstrated a 

ferroelectric tunnel junction, whose conductivity varies linearly and 
symmetrically by judiciously combining ferroelectric domain 
switching and oxygen vacancy migration. The order parameter of 
ferrotoroidic order has been generated by a head-to-tail configura-
tion of magnetic moment and has been theoretically proposed that 
one-dimensional dimerised and antiferromagnetic (AFM)-like spin 
chain hosts ferrotoroidicity [6]. Through the Landau–Ginzburg–
Devonshire equation, the governing behaviour of the polarisation 
field in ferroelectric material was derived, and ferroelectric materi-
al is subjected to a standing electric field [7]. The modified simple 
equation method and the Riccati-Bernoulli Sub-ODE method were 
utilised for TFFME, which plays a vital role in optics to waves 
propagate through ferroelectric materials [8]. The optical soliton 
solutions of the thin-film ferroelectric materials equation through 
the Paul–Painlevé approach have been obtained [9]. In this paper, 
we are concerned with a wave polarisation for ferroelectric mate-
rials to the TFFME in one-dimensional form as follows:  

𝑚

𝑇2

∂2𝑢

∂𝑡2
− [(𝑝2 − 2𝜇)𝑢 + 𝑝4𝑢

3 + 𝑝6𝑢
5] − 𝐽Δ𝑢 = 0,     (1) 

where mass and charge density are m and T, p2, p4, p6 showing 

temperature and pressure. Also, J is related to the space inhomo-
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geneity coefficient and µ is the reciprocal of the electric suscepti-
bility [7]. In the last decades, researchers have developed numer-
ous methods. Gu et al. [10] investigated the generalised (2 + 1)-
dimensional shallow water wave equation, which enables a unidi-
rectional propagation of shallow water waves by using the bilinear 
method and semi-inverse variational principle scheme. Some 
novel analytical solutions, including 2-lump-type, the interaction 
between 2-lump and one kink, and other forms were obtained for 
the (3 + 1)-dimensional Burger system [11]. The modified auxiliary 
equation approach and the generalised projective Riccati equation 
method were used for the first time to solve the Zoomeron equa-
tion [12]. In paper [13], experts applied the bilinear method on 
models arising in variable coefficient Caudrey–Dodd–Gibbon–
Kotera–Sawada equation. In  paper [14], the third-order evolution 
equation was investigated by the Hirota bilinear method, which 
arises the propagation of long waves over shallow water. Rao et 
al. [15] studied the extended homoclinic breather wave solutions 
to the non-linear vibration and dispersive wave systems. The 
solutions of (3 + 1)-dimensional Burgers system via Lie symmetry 
analysis have been investigated by Alimirzaluo et al. [16]. In paper 
[17], Xiao at al. studied the inverse scattering transform for the 
coupled modified Korteweg–de Vries equation with non-zero 
boundary conditions. The cubic B-splines and linear triangular 
elements were used for a test problem including the motion of a 
single solitary solution of Benjamin–Bona–Mahony (BBM) equa-
tion coupled BBM-system by finite element method [18]. M-soliton 
and N-soliton solutions have been discovered for variable coeffi-
cient-generalised non-linear wave equation arising in liquid with 
gas bubbles [19]. Hirota’s bilinear operator has been used for the 
generalised Hietarinta equation [20] and to study the variable 
coefficients of generalised shallow water wave equation [21]. The 
exact solutions to the generalised non-linear Schrodinger equation 
by means of the extended sinh–Gordon equation expansion 

method, tan(Γ(ϖ))-expansion method and the improved 

cos(Γ(ϖ)) function method were obtained [22]. In paper [23], 
Singh and co-workers focussed on describing the evolution of 
water waves with higher order temporal dispersion by characteris-
ing the dynamics of lump and soliton waves on different spatially 
varying backgrounds to an integrable (3 + 1)-dimensional non-
linear model. Non-linear partial differential equations arise in many 
different branches of social and basic sciences and engineering. 
They have gained prominence in recent years due to their crucial 
role in a variety of domains involving complicated physical pro-
cesses, from control theory and electrical circuits to wave propa-
gation. Especially, they appear in electrodynamics of complex 
medium, electrical networks, signal and image processing, elec-
trodynamics, including porous flow, surface water flow, land slid-
ing, faulting, circled fuel reactor, wave motion and distribution, 
transmission lines. In order to compute these solutions and better 
understand the fundamental characteristics of physical structures 
in varied contexts, several authors have employed a variety of 
techniques. As a result, the analytical methods have been devel-
oped and it has been shown that no single technique can be used 
to solve all types of non-linear problems with precision. Therefore, 
many different methods have emerged, some of which are sub-
equation methods. High-dimensional partial differential equations 
have attracted academics’ curiosity greatly in recent years. They 
also appear in modelling many phenomena in biology, chemistry, 
physics, engineering, mechanics, economy and many different 
branches [24, 25, 26, 27]. Soliton theory is a very efficient and 
competent way to describe non-linear features. Soliton theory has 

two basic routes to study and explain non-linear features. Solitons 
have the most remarkable properties of particles and waves sim-
ultaneously that reflect non-linear features in a well-organised and 
competent way. To study nature by framing non-linear evolution 
equations, along with their soliton solutions is immediate and 
unquestionable. Solitons keep their velocities, shapes and ampli-
tudes unchanged even after interacting with others due to their 
perfectly elastic interaction. In this paper, some solutions including 
soliton, bright soliton, singular soliton, periodic wave solutions by 
the modified exponential Jacobi technique and rational 

exp(−ϕ(η))-expansion technique were also obtained. These 
good results show that the auxiliary methods are a powerful 
mathematical tool to handle non-linear integrable equations from 
nature. The complex integrable Kuralay governing system was 
offered to study the new auxiliary equation method for discovering 
multiple types of solitons [28]. Faridi et al. [29] studied the non-
linear integrable model, namely the generalised Kadomtsev–
Petviashvili modified equal width–Burgers equation, which utilised 
a weakly non-linear restoring forces, dispersion, small damping 
and non-linear media with dissipation to narrate the long wave 
propagation in chemical theory. Faridi et al. [30] analysed the 
dimensional elliptic non-linear Schrödinger equation under the 
influence of three different fractional operators and found the 
generalised fractional soliton solutions and propagation of magne-
tohydrodynamics fluid in sort of solition. The propagation of optical 
pulses in optical fibres and plasma has been examined for the 
Chen–Lee–Liu dynamical equation using the extended direct 

algebraic technique [31]. The combo of 
G′

G2
-expansion method and 

new extended direct algebraic method were used to find soliton 
solutions like periodic patterns with anti-peaked crests and anti-
troughs, singular solution and mixed complex solitary shock solu-
tion to the fractional TFFME [32]. The solitonic patterns of the 
considered model were successfully surveyed by using two inte-
grated analytical techniques, new extended direct algebraic and 
expansion method, to investigate the system of cold bosonic 
atoms in zig-zag optics lattices [33]. Chen and Li [34] constructed 
the optical soliton solutions of the well-known TFFME, which 
describes the propagation of polarisation in thin-film materials. 
The bifurcation, phase portrait and travelling wave solution of 
time-fractional TFFME with beta fractional derivative were studied 
[35]. The Zoomeron model was applied to various types of soli-
tons arising in fluid mechanics, laser optics and non-linear physics 
[36]. New optical soliton solutions for the coupled conformable 
Fokas–Lenells equation with spatio-temporal dispersion were 
obtained via Atangana’s derivative operator [37]. The resonant 
non-linear Schrödinger equation with Kerr law non-linearity con-
sidering inter-modal dispersion and spatio-temporal was investi-
gated using the new extended direct algebraic method [38]. The 
variational iterative method with the Laplace transform was used 
to solve non-linear evolution problems of a simple pendulum and 
mass-spring oscillator, which represents the Duffing equation [39]. 
The natural decomposition method and Laplace decomposition 
method were studied to solve the second-order Painlevé equation 
[40]. An optimal Galerkin-homotopy asymptotic method was ap-
plied to the non-linear second-order boundary value problems 
(BVPs) [41]. An analytical analysis to solve the fractional differen-
tial equations has been offered by  Manafian and Allahver-
diyeva [42]. Different forms of optical soliton solutions to the 
Kudryashov’s quintuple self-phase modulation were obtained by Li 
et al. [43]. New soliton solutions to the Van der Waals model 
through the improved exp(−Ω)-expansion method (IEFM) and 
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extended sinh-Gordon equation expansion method (EShGEEM) 
were attained [44]. Researchers worked on the network govern-
ance step-by-step method [46] and the neural network method 
[47]. Based on the invariant subspace method, the Lie symmetries 
including Riemann–Liouville and Erdelyi–Kober fractional deriva-
tives of the time-fractional form of the Gardner equation have 
been studied [48]. Numerical analysis of bioconvective heat and 
mass transfer across a non-linear stretching sheet with hybrid 
nanofluids was investigated by Aneja et al. [49]. Inspired by the 
previous work, the motivation of the paper is to investigate the 
solitons and other forms of solutions by the modified exponential 

Jacobi technique and rational exp(−ϕ(η))-expansion tech-
nique. The outline of the paper is as follows. In Section 2, we 
transform the thin-film ferroelectric material (TFFM) equation to a 
non-linear equation of the non-linear ordinary differential equation. 
Furthermore, in Sections 3–6, different forms of solitary wave 
solutions have been established by the modified exponential 

Jacobi method (MEJM) and rational exp(−ϕ(η))-expansion 
method. Finally, the conclusions are provided in Section 7. 

2. TRANSFORMING PDE TO ODE 

For Eq. (1), x, t show the longitudinal and transverse coordi-
nates. Using the next wave transformation, u(x, t) = u(η), η =
x − λt, where λ is arbitrary constants to be determined through 
the method’s steps, leads to the ODE as follows: 

∂2𝑢

∂𝑡2
= 𝜆2

𝑑2𝑢

𝑑𝜂2
,      𝐽Δ𝑢 = 𝐽

∂2𝑢

∂𝑥2
= 𝐽

𝑑2𝑢

𝑑𝜂2
,    4𝑐𝑚 (2) 

By substituting 
d2u

dη2
= u′′ and simplifying Eq. (2), we get,  

(
𝑚𝜆2

𝑇2
− 𝐽)𝑢′′ − [(𝑝2 − 2𝜇)𝑢 + 𝑝4𝑢

3 + 𝑝6𝑢
5 = 0, (3) 

where wave speed is denoted by λ. By using the balance principle 

to the terms of Eq. (4) between ψ′′ and ψ5 we get k + 2 = 5k, 

which leads to k = 1/2. By utilising the transformation u(η) =

√ψ(η) in Eq. (3) once, with respect to η and zero-integration 

constant, leads to  

(
𝑚𝜆2

𝑇2
− 𝐽) (−

1

4
𝜓′2 +

1

2
𝜓𝜓′′) − (𝑝2 − 2𝜇)𝜓

2 − 𝑝4𝜓
3 −

𝑝6𝜓
4 = 0.  (4) 

Deponing up the balance principle to the terms of Eq. (4) be-

tween ψ′′ and ψ4, we get k = 1. 

3. THE MEJM 

This part introduces the general properties of a new MEJM, 
which has been proposed by Aldhabani et al. [45]. The necessary 
steps for using this method are summarised as follows. Handling 
the inquired into model through the MEJM gets the following steps 
as mentioned earlier:  

 Step 1.  

𝒮1(𝐹, 𝐹𝑥, 𝐹𝑡 , 𝐹𝑥𝑥 , 𝐹𝑡𝑡 , . . . ) = 0,     (5) 

 where 𝒮 is a polynomial of F and its partial derivatives.  
 Step 2. Firstly, by utilising travelling wave transformation,  

𝜉 = 𝑥 − 𝜆𝑡,     (6) 

where λ is the non-zero arbitrary value, allows to diminish Eq. (61) 

to an ODE of F = F(ξ) in the below form  

𝒮2(𝐹, 𝐹′, −𝜆𝐹′, 𝐹′′, 𝜆
2𝐹′′, . . . ) = 0.     (7) 

Step 3. The generated solutions of Eq. (61) are:  

𝐹(𝜉) = 𝐴0 + ∑  𝑎
𝑖=1 𝐴𝑖 (

Ω′(𝜉)

Ω(𝜉)
)
𝑖

+ ∑  𝑎
𝑖=1 𝐵𝑖 (

Ω(𝜉)

Ω′(𝜉)
)
𝑖

,      (8) 

where Ω′(𝜉) = 𝑑Ω(𝜉)/𝑑𝜉 and  

Ω(𝜉) =
𝜎1𝑐𝑛(𝜉,𝑘)+𝜎2𝑠𝑛(𝜉,𝑘)

𝜎3𝑐𝑛(𝜉,𝑘)+𝜎4𝑠𝑛(𝜉,𝑘)
,    5.9 𝑐𝑚 (9) 

where cn(ξ, k) and sn(ξ, k) are the Jacobi elliptic functions of 

index, k, and we obtain a few interesting and important relation-
ships as follows: 

𝑠𝑛2(𝜉, 𝑘) = 1 − 𝑐𝑛2(𝜉, 𝑘),     (10)  

𝑑𝑛2(𝜉, 𝑘) = 1 − 𝑠𝑛2(𝜉, 𝑘),      

𝑑

𝑑𝜉
𝑐𝑛(𝜉, 𝑘) = −𝑠𝑛(𝜉, 𝑘)𝑑𝑛(𝜉, 𝑘),      

𝑑2

𝑑𝜉2
𝑐𝑛(𝜉, 𝑘) =

−𝑐𝑛(𝜉, 𝑘)𝑑𝑛2(𝜉, 𝑘) + 𝑘𝑐𝑛(𝜉, 𝑘)𝑠𝑛2(𝜉, 𝑘),      

𝑑3

𝑑𝜉3
𝑐𝑛(𝜉, 𝑘) =

−𝑘2𝑑𝑛(𝜉, 𝑘)𝑠𝑛3(𝜉, 𝑘) + 4𝑘2𝑐𝑛2(𝜉, 𝑘)𝑠𝑛(𝜉, 𝑘)𝑑𝑛(𝜉, 𝑘) +

𝑠𝑛(𝜉, 𝑘)𝑑𝑛3(𝜉, 𝑘),       

𝑠𝑛(𝜉, 0) = sin(𝜉),    𝑐𝑛(𝜉, 0) = cos(𝜉),    𝑑𝑛(𝜉, 0) = 1,  

𝑠𝑛(𝜉, 1) = tanh(𝜉),    𝑐𝑛(𝜉, 1) = 𝑠𝑒𝑐ℎ(𝜉),    𝑑𝑛(𝜉, 1) =

𝑠𝑒𝑐ℎ(𝜉).  

By utilising the balance tenet on Eq. (63), we can discover the 
value of a.  

 Step 4. Substituting Eq. (9) in Eq. (63) and collecting the co-

efficients of disparate orders in terms of cn(ξ, k), sn(ξ, k) and 
dn(ξ, k) make a set of non-linear algebraic equations.  

 Step 5. In the next step, we solve the non-linear algebraic 
equations and get the needed results. 

4. APPLICATION OF MEJM 

It can be seen that the above governing differential equation is 
highly non-linear, and such non-linearity imposes some difficulties 
in the development of exact analytical techniques to generate 
closed-form solutions for the equation. Therefore, a modified 
exponential Jacobi scheme is used in this work. The MEJM, which 
is an analytical scheme for providing analytical solutions to non-
linear ordinary differential equations, is adopted.  Upon construct-
ing the transformation and a new function, the following categories 
of solutions can be expressed: 

The set of categories of solutions: 

4.1. Set I  

𝐽 = −
4 𝑇2𝐴1

2𝑝6−3 𝜆
2𝑚

3𝑇2
, 𝐴0 = (−1 + √−𝑘

2 + 1)𝐴1,    

𝑝2 = −
4

3
 𝐴1

2𝑝6(𝑘
2 + 3 √1 − 𝑘2 − 2) + 2 𝜇,   (11) 
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𝐴1 = 𝐴1,    𝐵1 = 0, 𝑝4 = −
8

3
(−1 + √−𝑘2 + 1)𝐴1𝑝6,

𝜎2 = 𝜎3 = 0,        

𝜓1 =
𝐴1((−1+√−𝑘

2+1)(𝑠𝑛(𝜉,𝑘))
2
−𝑑𝑛(𝜉,𝑘))

𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)
,  

𝐴1 =
9 𝑝4+√−192 𝑘

2𝑝2𝑝6+384 𝑘
2𝑝6−192 𝑝2𝑝6+81 𝑝4

2+384 𝑝6

16𝑝6(𝑘
2+1)

.    

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) = {

9 𝑝4+√−192 𝑘
2𝑝2𝑝6+384 𝑘

2𝑝6−192 𝑝2𝑝6+81 𝑝4
2+384 𝑝6

16𝑝6(𝑘
2+1)

((−1+√−𝑘2+1)(𝑠𝑛(𝜉,𝑘))
2
−𝑑𝑛(𝜉,𝑘))

𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)
}

1

2

,                                        (12) 

𝜉 = 𝑥 −
√3𝑇

3𝑚
√𝑚(

(9 𝑝4+√−192 𝑘
2𝑝2𝑝6+384 𝑘

2𝑝6−192 𝑝2𝑝6+81 𝑝4
2+384 𝑝6)

2

64 𝑝6(𝑘
2+1)2

+ 3 𝐽)  𝑡.  

Some subgroups for relation (12):  
Supposing k = 0 in Eq. (12) provides  

𝑢2(𝑥, 𝑡) = {
−
9 𝑝4+√−192 𝑝2𝑝6+81 𝑝4

2+384 𝑝6

16𝑝6

sin(𝜉)cos(𝜉)
}

1

2

,         (13) 

𝜉 = 𝑥 −
√3𝑇

3𝑚
√𝑚(

(9 𝑝4+√−192 𝑝2𝑝6+81 𝑝4
2+384 𝑝6)

2

64 𝑝6
+ 3 𝐽)  𝑡.  

Supposing k = 1 in Eq. (12) yields  

𝑢3(𝑥, 𝑡) =

{

9 𝑝4+√−192𝑝2𝑝6+384𝑝6−192 𝑝2𝑝6+81 𝑝4
2+384 𝑝6

32𝑝6
(−(tanh(𝜉))

2
−𝑠𝑐𝑒ℎ(𝜉))

tanh(𝜉)𝑠𝑒𝑐ℎ(𝜉)
}

1

2

,  

(14) 

𝜉 = 𝑥 −
√3𝑇

3𝑚
√𝑚(

(9 𝑝4+√−384 𝑝2𝑝6+81 𝑝4
2+768 𝑝6)

2

256 𝑝6
+ 3 𝐽)  𝑡.  

The effect of analysis periodic solution when plots of u are 
given as in Fig. 1 with the following amounts:  

𝑝2 = 1, 𝑝4 = 2, 𝑝6 = 3,𝑚 = 2, 𝑇 = 3,  

𝜇 = 2, 𝐽 = 2, 𝑘 = 0,  (15) 

𝑢 = √
1

sin(3 √3𝑡−𝑥)cos(3 √3𝑡−𝑥)
. (16) 

for Eq. (16). We investigate the behaviour of general periodic and 
the periodic received from the mentioned technique, which is 
presented in Fig. 1. From the graph,  it is ostensible that the peri-
odic structure exhibits a stable propagation for the generalised 
non-local non-linearity as offered in Fig. 1. Also, the effect of 

analysis of the periodic solution when plots of u are given in Fig. 2 
with the following amounts  

𝑝2 = 1, 𝑝4 = 2, 𝑝6 = 3,𝑚 = 2,  

𝑇 = 3, 𝜇 = 2, 𝐽 = 2, 𝑘 = 1,                               (17) 

𝑢 = 1/24 √−
(108+36 √41)(tanh(𝜁)𝑠𝑒𝑐ℎ𝜁−s𝑒𝑐ℎ(𝜁))

tanh(𝜁)s𝑒𝑐ℎ(𝜁)
,        

𝜁 =
√3√6 (18+6 √41)

2
+27648𝑡

96
− 𝑥. (18) 

for Eq. (18). 
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Fig. 1.   Plots of real solution (16) (a [3D plot], b [density plot], c [contour   

plot], d [2D plot]) for Graph 𝑢1 

 

 

    

  

Fig. 2.   Plots of real solution (18) (a [3D plot], b [density plot], c [contour 
plot], d [2D plot]) for Graph 𝑢2 
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4.2. Set II 

𝐽 = −1/3 
−3 𝑘4𝜆2𝑚+4 𝑇2𝐵1

2𝑝6

𝑇2𝑘4
,

𝐴0 =
(−1+√−𝑘2+1)𝐵1

𝑘2
,    
𝐴 1

= 0,  (19) 

𝐵1 = 𝐵1, 𝑝4 = −8/3 
(−1+√−𝑘2+1)𝐵1𝑝6

𝑘2
,    𝜎2 = 𝜎3 = 0,      

 

𝑝2 = −2/3 
2 𝐵1

2𝑝6(𝑘
4−10 𝑘2+10)−3 𝑘6𝜇+2 √−𝑘2+1(−3 𝑘4𝜇+5 𝑘2𝐵1

2𝑝6−10 𝐵1
2𝑝6)+6 𝑘

4𝜇

𝑘4(𝑘2+2 √−𝑘2+1−2)
,  

𝜓1 =
𝐵1

𝑑𝑛(𝜉,𝑘)
(
(−1+√−𝑘2+1)𝑑𝑛(𝜉,𝑘)

𝑘2
− 𝑠𝑛(𝜉, 𝑘)𝑐𝑛(𝜉, 𝑘)).  

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) =

{
𝐵1

𝑑𝑛(𝜉,𝑘)
(
(−1+√−𝑘2+1)𝑑𝑛(𝜉,𝑘)

𝑘2
− 𝑠𝑛(𝜉, 𝑘)𝑐𝑛(𝜉, 𝑘))}

1

2

,     (20) 

𝜉 = 𝑥 −
√3√𝑚(3 𝐽𝑘4+4 𝐵1

2𝑝6)𝑇

3𝑚𝑘2
 𝑡.  

Some subgroups for relation (20):  
Supposing k = 1 in Eq. (20) provides  

𝑢2(𝑥, 𝑡) = {𝐵1 [−1 − tanh(𝑥 −
√3√𝑚(4 𝐵1

2𝑝6+3 𝐽)𝑇

3𝑚
𝑡)]}

1

2

. 

 (21) 

4.3. Set III 

𝐽 = −1/3 
−3 𝑘4𝜆2𝑚+4 𝑇2𝐵1

2𝑝6

𝑇2𝑘4
,    

𝐴0 =
(−1+√−𝑘2+1)𝐵1

𝑘2
,    𝐴1 = 0,  (22) 

𝐵1 = 𝐵1, 𝑝4 = −8/3 
(1+√−𝑘2+1)𝐵1𝑝6

𝑘2
,    𝜎2 = 𝜎3 = 0,      

𝑝2 = 2/3 
−2 (1+√−𝑘2+1)(−3 𝑘4𝜇+5 𝑘2𝐵1

2𝑝6−10 𝐵1
2𝑝6)−(3 𝑘

4𝜇−2 𝑘2𝐵1
2𝑝6+10 𝐵1

2𝑝6)𝑘
2

𝑘4(−𝑘2+2 √−𝑘2+1+2)
,  

𝜓1 =
𝐵1

𝑑𝑛(𝜉,𝑘)
(
(1+√−𝑘2+1)𝑑𝑛(𝜉,𝑘)

𝑘2
− 𝑠𝑛(𝜉, 𝑘)𝑐𝑛(𝜉, 𝑘)).    

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) =

{
𝐵1

𝑑𝑛(𝜉,𝑘)
(
(1+√−𝑘2+1)𝑑𝑛(𝜉,𝑘)

𝑘2
− 𝑠𝑛(𝜉, 𝑘)𝑐𝑛(𝜉, 𝑘))}

1

2

,       (23) 

𝜉 = 𝑥 −
√3√𝑚(3 𝐽𝑘4+4 𝐵1

2𝑝6)𝑇

3𝑚𝑘2
 𝑡.    

Some subgroups for relation (23):  

Supposing k = 1 in Eq. (23) provides  

𝑢2(𝑥, 𝑡) =  

{
𝐵1

𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡)
(𝑠𝑒𝑐ℎ(𝑥 − 𝜆𝑡) − tanh(𝑥 − 𝜆𝑡)𝑠𝑒𝑐ℎ(𝑥 − 𝜆𝑡))}

1

2
   

𝜆 =
√3√𝑚(3 𝐽+4 𝐵1

2𝑝6)𝑇

3𝑚
.   (24) 

4.4. Set IV 

𝐽 = −1/3 
4 𝑇2𝐴1

2𝑝6−3 𝜆
2𝑚

𝑇2
, 𝐴0 = 2 𝐴1,    𝐵1 = 𝑘2𝐴1,   (25) 

𝑝2 = −4/3 𝐴1
2𝑘2𝑝6 +

20 𝐴1
2𝑝6

3
+ 2 𝜇,   

𝑝4 = −16/3 𝐴1𝑝6, 𝜎2 = 𝜎3 = 0,      𝐴1 = −4 
2 𝜇−𝑝2

𝑝4(𝑘
2−5)

,   

 𝜓1 = −4 
(2 𝜇−𝑝2)((𝑠𝑛(𝜉,𝑘))

4
𝑘2+2 𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)−1)

𝑝4(𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

,  

𝜉 = 𝑥 − 1/3 
√3𝑇

𝑚
√𝑚 (3 

2 𝜇−𝑝2

𝑘2−5
+ 3 𝐽)  𝑡.  

As a result the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) =

{−4 
(2 𝜇−𝑝2)((𝑠𝑛(𝜉,𝑘))

4
𝑘2+2 𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)−1)

𝑝4(𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

}

1

2

,    (26)  

𝜉 = 𝑥 −
√3𝑇

3𝑚
√𝑚(3 

2 𝜇−𝑝2

𝑘2−5
+ 3 𝐽)  𝑡.   

Some subgroups for relation (26):  

Supposing k = 0 in Eq. (26) provides  

𝑢2(𝑥, 𝑡) = {4 
(2 𝜇−𝑝2)(2 sin(𝑥−𝜆𝑡)cos(𝑥−𝜆𝑡)−1)

5𝑝4sin(𝑥−𝜆𝑡)cos(𝑥−𝜆𝑡)
}

1

2
,      

𝜆 =
√3𝑇

3𝑚
√𝑚(3 𝐽 − 3 

2 𝜇−𝑝2

5
).           (27) 

 
Supposing k = 1 in Eq. (26) supplies  

𝑢3(𝑥, 𝑡) =

{
(2 𝜇−𝑝2)((tanh(𝑥−𝜆𝑡))

4
+2 tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ2(𝑥−𝜆𝑡)−1)

𝑝4tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ
2(𝑥−𝜆𝑡)

}

1

2

,    (28) 

𝜆 =
√3𝑇

3𝑚
√𝑚(3 𝐽 − 3 

2 𝜇−𝑝2

4
).   
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The effect of analysis periodic solution when plots of u are 
given in Fig. 3 with the following amounts  

𝑝2 = 5, 𝑝6 = 1,𝑚 = 2, 𝑇 = 3,   

𝜇 = 2, 𝐽 = 2, 𝑘 = 0,    (29) 

𝑢 =
√10

10
√2 

√15(−1−sin(3/5 √110𝑡−𝑥))

sin(3/5 √110𝑡−𝑥)((cos(3/10 √110𝑡−𝑥))
2
+(sin(3/10 √110𝑡−𝑥))

2
)
,        (30) 

for Eq. (30). We investigate the behaviour of general periodic and 
periodic received from the mentioned technique, which is present-
ed in Fig. 3. From the graph, it is ostensible that the periodic 
structure exhibits a stable propagation for the generalised non-

local non-linearity as offered in Fig. 3. Also, the effect of analysis 

periodic solution when plots of u are given in Fig. 4 with the fol-
lowing amounts  

𝑝2 = 5, 𝑝6 = 1,𝑚 = 2, 𝑇 = 3, 𝜇 = 2, 𝐽 = 2, 𝑘 = 1, (31) 

𝑢 = 1/2 √
√3((tanh(9/4 √2𝑡−𝑥))

4
−2 tanh(9/4 √2𝑡−𝑥)(𝑠𝑒𝑐ℎ(9/4 √2𝑡−𝑥))

2
−1)

tanh(9/4 √2𝑡−𝑥)(𝑠𝑒𝑐ℎ(9/4 √2𝑡−𝑥))
2 ,                       (32) 

for Eq. (32). 

 

 

 

  

Fig. 3.   Plots of real solution (30) (a [3D plot], b [density plot], c [contour 
plot], d [2D plot]) for Graph 𝑢1.  
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Fig. 4.   Plots of real solution (32) (a [3D plot], b [density plot], c [contour 
plot], d [2D plot]) for Graph 𝑢2 

4.5. Set V  

𝐽 = −
1

3

4 𝑇2𝐴1
2𝑝6−3 𝜆

2𝑚

𝑇2
, 𝐴0 = −2 𝐴1,    𝐵1 = 𝑘

2𝐴1, (33) 

𝑝2 = −4/3 𝐴1
2𝑘2𝑝6 +

20 𝐴1
2𝑝6

3
+ 2 𝜇,    𝑝4 = 16/3 𝐴1𝑝6,

𝜎2 = 𝜎3 = 0,      𝐴1 = 4 
2 𝜇−𝑝2

𝑝4(𝑘
2−5)

,  

𝜓1 = 4 
(2 𝜇−𝑝2)(−(𝑠𝑛(𝜉,𝑘))

4
𝑘2+1+2 𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘))

𝑝4(𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

.  

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) = 

{4 
(2 𝜇−𝑝2)(−(𝑠𝑛(𝜉,𝑘))

4
𝑘2+1+2 𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘))

𝑝4(𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

}

1

2

.       (34) 

Some subgroups for relation (34):  

Supposing k = 0 in Eq. (34) yields  

𝑢2(𝑥, 𝑡) = {−4 
(2 𝜇−𝑝2)(2 sin(𝑥−𝜆𝑡)cos(𝑥−𝜆𝑡)+1)

5𝑝4sin(𝑥−𝜆𝑡)cos(𝑥−𝜆𝑡)
}

1

2
. (35) 

 Supposing k = 1 in Eq. (34) yields  

𝑢3(𝑥, 𝑡) =

{−
(2 𝜇−𝑝2)(−(tanh(𝑥−𝜆𝑡))

4
+2 tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ2(𝑥−𝜆𝑡)+1)

𝑝4tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ
2(𝑥−𝜆𝑡)

}

1

2

. (36) 

4.6. Set VI 

𝐽 = −1/3 
4 𝑇2𝐴1

2𝑝6−3 𝜆
2𝑚

𝑇2
, 𝐴0 = 2𝑘 𝐴1,    𝐵1 = 𝑘

2𝐴1,    (37) 

𝑝2 = 4/3 𝐴1
2𝑝6(5 𝑘

2 − 1) + 2 𝜇,    𝑝4 = −16/3𝑘 𝐴1𝑝6,

𝜎2 = 𝜎3 = 0,      𝐴1 = 4 
(2 𝜇−𝑝2)𝑘

𝑝4(𝑘
2−5)

,   

𝜓1 = 4 
(2 𝜇−𝑝2)𝑘((𝑠𝑛(𝜉,𝑘))

4
𝑘2+2 𝑘𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)−1)

𝑝4(𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

.  
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As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) =

{4 
(2 𝜇−𝑝2)𝑘((𝑠𝑛(𝜉,𝑘))

4
𝑘2+2 𝑘𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)−1)

𝑝4(𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

}

1

2

. (38) 

Some subgroups for relation (38):  

Supposing k = 1 in Eq. (38) provides  

𝑢2(𝑥, 𝑡) =

{−
(2 𝜇−𝑝2)((tanh(𝑥−𝜆𝑡))

4
+2 tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ2(𝑥−𝜆𝑡)−1)

𝑝4tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ
2(𝑥−𝜆𝑡)

}

1

2

. (39) 

 The effect of analysis soliton solution when plots of u are giv-
en in Fig. 5 with the following amounts  

𝑝2 = 5, 𝑝6 = 1,𝑚 = 2, 𝑇 = 3, 𝜇 = 2, 𝐽 = 2, 𝑘 = 1,  (40) 

𝑢 =

(tanh(√3√7𝑡−𝑥))
4
−2 tanh(√3√7𝑡−𝑥)(s𝑒𝑐ℎ(√3√7𝑡−𝑥))

2
−1

tanh(√3√7𝑡−𝑥)(s𝑒𝑐ℎ(√3√7𝑡−𝑥))
2
((s𝑒𝑐ℎ(√3√7𝑡−𝑥))

2
+(tanh(√3√7𝑡−𝑥))

2
)
, 

                                                                                                   (41) 

for Eq. (41). 

 

  

   

Fig.  5.  Plots of real solution (39) (a [3Dplot], b [density plot], c [contour 
plot], d [2D plot]) for Graph 𝑢2 

4.7. Set VII 

𝐽 = −1/3 
4 𝑇2𝐴1

2𝑝6−3 𝜆
2𝑚

𝑇2
, 𝐴0 = −2𝑘 𝐴1,    𝐵1 = 𝑘

2𝐴1, (42) 

𝑝2 = 4/3 𝐴1
2𝑝6(5 𝑘

2 − 1) + 2 𝜇,    𝑝4 = 16/3𝑘 𝐴1𝑝6,

𝜎2 = 𝜎3 = 0,      𝐴1 = −4 
(2 𝜇−𝑝2)𝑘

𝑝4(𝑘
2−5)

,  

𝜓1 = −4 
(2 𝜇−𝑝2)𝑘((𝑠𝑛(𝜉,𝑘))

4
𝑘2−2 𝑘𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)−1)

𝑝4(𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

.  

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) =

{−4 
(2 𝜇−𝑝2)𝑘((𝑠𝑛(𝜉,𝑘))

4
𝑘2−2 𝑘𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)−1)

𝑝4(𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

}

1

2

. (43) 

Some subgroups for relation (43):  
Supposing k = 1 in Eq. (43) supplies  

𝑢2(𝑥, 𝑡) =

{
(2 𝜇−𝑝2)((tanh(𝑥−𝜆𝑡))

4
−2 tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ2(𝑥−𝜆𝑡)−1)

𝑝4tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ
2(𝑥−𝜆𝑡)

}

1

2

. (44) 
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4.8. Set VIII  

𝐽 = −1/3 
4 𝑇2𝐴1

2𝑝6−3 𝜆
2𝑚

𝑇2
, 𝐴0 = 2𝑖𝑘 𝐴1,      

𝐵1 = −𝑘
2𝐴1, 𝑖 = √−1,  (45) 

𝑝2 = −4/3 𝐴1
2𝑝6(4 𝑘

2 + 1) + 2 𝜇,     

𝑝4 = 16/3𝑖𝑘 𝐴1𝑝6,    𝜎2 = 𝜎3 = 0,    𝐴1 =
−4 𝑖𝑘(2 𝜇−𝑝2)

𝑝4(4 𝑘
2+1)

,    

𝜓1 =

−4 𝑖𝑘(2 𝜇−𝑝2)(−(𝑠𝑛(𝜉,𝑘))
4
𝑘2+2 𝑖𝑘𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)+2 𝑘2(𝑠𝑛(𝜉,𝑘))

2
−1)

𝑝4(4 𝑘
2+1)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

.  

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) = {
−4 𝑖𝑘(2 𝜇−𝑝2)(−(𝑠𝑛(𝜉,𝑘))

4
𝑘2+2 𝑖𝑘𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)+2 𝑘2(𝑠𝑛(𝜉,𝑘))

2
−1)

𝑝4(4 𝑘
2+1)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

}

1

2

.       (46) 

Some subgroups for relation (46):  

Supposing k = 1 in Eq. (46) yields  

𝑢2(𝑥, 𝑡) = {
−4 𝑖(2 𝜇−𝑝2)(−(tanh(𝑥−𝜆𝑡))

4
+2 𝑖tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ2(𝑥−𝜆𝑡)+2 (tanh(𝑥−𝜆𝑡))

2
−1)

5𝑝4tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ
2(𝑥−𝜆𝑡)

}

1

2

.       (47) 

4.9. Set IX 

𝐽 = −
1

3

4 𝑇2𝐴1
2𝑝6−3 𝜆

2𝑚

𝑇2
,    

𝐴0 = 2√1 − 𝑘2 𝐴1,   

𝐵1 = −𝑘
2𝐴1, 𝑖 = √−1, (48) 

𝑝2 = −
4

3
𝐴1

2𝑝6(4 𝑘
2 − 5) + 2 𝜇,       

𝑝4 = −
16

3
√1 − 𝑘2𝐴1𝑝6,   

𝜎2 = 𝜎3 = 0,       

𝐴1 = −4 
√−𝑘2+1(2 𝜇−𝑝2)

𝑝4(4 𝑘
2−5)

,    

𝜓1 = −4 
√1−𝑘2(2 𝜇−𝑝2)(−(𝑠𝑛(𝜉,𝑘))

4
𝑘2+2 √1−𝑘2𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)+2 𝑘2(𝑠𝑛(𝜉,𝑘))

2
−1)

𝑝4(4 𝑘
2−5)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘) 

.  

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) = {
4√1−𝑘2(2𝜇−𝑝2)(2√1−𝑘

2𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)−𝑠𝑛4(𝜉,𝑘)𝑘2+2𝑘2𝑠𝑛2(𝜉,𝑘)−1)

𝑝4(5−4 𝑘
2)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑑𝑛(𝜉,𝑘)

}

1

2

.      (49) 

Some subgroups for relation (49):  
Supposing k = 0 in Eq. (49) provides  

𝑢2(𝑥, 𝑡) = {4 
(2 𝜇−𝑝2)(2 sin(𝑥−𝜆𝑡)cos(𝑥−𝜆𝑡)−1)

5𝑝4sin(𝑥−𝜆𝑡)cos(𝑥−𝜆𝑡)
}

1

2
. (50) 

4.10. Set X  

𝐽 = −
4 𝑇2𝐴1

2𝑝6−3 𝜆
2𝑚

3𝑇2
, 𝐴0 = (−1 + √1 − 𝑘

2)𝐴1    

𝐵1 = 0, 𝑝2 = −
4

3
𝐴1

2𝑝6(𝑘
2 + 3 √1 − 𝑘2 − 2) + 2 𝜇,    (51) 

𝑝4 = −8/3 (−1 + √−𝑘
2 + 1)𝐴1𝑝6,    𝜎1 = 𝜎4 = 0,      

 𝐴1 = −2 
2 𝜇 √−𝑘2+1−𝑝2√−𝑘

2+1−2 𝜇+𝑝2

𝑝4(𝑘
2+3 √−𝑘2+1−2)

, 

𝜓1 = −2 
(2 𝜇 √−𝑘2+1−𝑝2√−𝑘

2+1−2 𝜇+𝑝2)((−1+√−𝑘
2+1)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)+𝑑𝑛(𝜉,𝑘))

𝑝4(𝑘
2+3 √−𝑘2+1−2)𝑐𝑛(𝜉,𝑘)𝑠𝑛(𝜉,𝑘)

.  

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) = {−2 
(2 𝜇 √−𝑘2+1−𝑝2√−𝑘

2+1−2 𝜇+𝑝2)((−1+√−𝑘
2+1)𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)+𝑑𝑛(𝜉,𝑘))

𝑝4(𝑘
2+3 √−𝑘2+1−2)𝑐𝑛(𝜉,𝑘)𝑠𝑛(𝜉,𝑘)

}

1

2

.      (52) 

Some subgroups for relation (52):  
Supposing k = 0 in Eq. (52) yields  𝑢2(𝑥, 𝑡) = {−2 

(2 𝜇 −𝑝2−2 𝜇+𝑝2)

𝑝4cos(𝑥−𝜆𝑡)sin(𝑥−𝜆𝑡)
}

1

2
. (53) 
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 Supposing 𝑘 = 1 in Eq. (52) provides  

𝑢2(𝑥, 𝑡) = {2 
(−2 𝜇+𝑝2)(−tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡)+𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡))

𝑝4𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡)tanh(𝑥−𝜆𝑡)
}

1

2
.                     (54) 

4.11. Set XI 

𝐽 = −1/3 
−3 𝑘4𝜆2𝑚+4 𝑇2𝐵1

2𝑝6

𝑇2𝑘4
,    𝐴0 =

(−1+√−𝑘2+1)𝐵1

𝑘2
,    𝐴1 = 0, 𝜎1 = 𝜎4 = 0,                      (55) 

𝑝2 = −2/3 
2 𝐵1

2𝑝6(𝑘
4−10 𝑘2+10)−3 𝑘4𝜇 (𝑘2−2)+2 √−𝑘2+1(−3 𝑘4𝜇+5 𝑘2𝐵1

2𝑝6−10 𝐵1
2𝑝6)

𝑘4(𝑘2+2 √−𝑘2+1−2)
,  

𝑝4 = −
8

3

(−1+√1−𝑘2)𝐵1𝑝6

𝑘2
,    𝐵1 = −2

𝑘2(−√1−𝑘2(𝑘2−4)(𝑝2−2𝜇)−6𝑘
2𝜇+3𝑝2𝑘

2+8𝜇−4 𝑝2)

𝑝4(𝑘
4+5(𝑘2−2)√1−𝑘2−10𝑘2+10)

,  

𝜓1 = 2 
(𝑝2−2 𝜇)(√−𝑘

2+1(𝑘2−4)−3 𝑘2+4)(𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑘2+𝑑𝑛(𝜉,𝑘)√−𝑘2+1−𝑑𝑛(𝜉,𝑘))

𝑝4(𝑘
4+5 (𝑘2−2)√−𝑘2+1+10)𝑑𝑛(𝜉,𝑘)

.  

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) = {
2(𝑝2−2 𝜇)(√1−𝑘

2(𝑘2−4)−3 𝑘2+4)(𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑘2+𝑑𝑛(𝜉,𝑘)√1−𝑘2−𝑑𝑛(𝜉,𝑘))

𝑝4(𝑘
4+5 (𝑘2−2)√1−𝑘2+10)𝑑𝑛(𝜉,𝑘)

}

1

2

.      (56) 

Some subgroups for relation (56):  

Supposing k = 1 in Eq. (56) yields  

𝑢2(𝑥, 𝑡) = {2/11 
(𝑝2−2 𝜇)(tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡)−𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡))

𝑝4𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡)
}

1

2
.         (57) 

4.12. Set XII 

𝐽 = −1/3 
−3 𝑘4𝜆2𝑚+4 𝑇2𝐵1

2𝑝6

𝑇2𝑘4
,    𝐴0 =

(1+√−𝑘2+1)𝐵1

𝑘2
,    𝐴1 = 0, 𝜎1 = 𝜎4 = 0,        (58) 

𝑝2 = −2/3 
−2 𝐵1

2𝑝6(𝑘
4−10 𝑘2+10)+3 𝑘6𝜇+2 √−𝑘2+1(−3 𝑘4𝜇+5 𝑘2𝐵1

2𝑝6−10 𝐵1
2𝑝6)−6 𝑘

4𝜇

𝑘4(−𝑘2+2 √−𝑘2+1+2)
,  

𝑝4 = −8/3 
(1+√−𝑘2+1)𝐵1𝑝6

𝑘2
,    𝐵1 = 2 

𝑘2(−√−𝑘2+1(𝑘2−4)(𝑝2−2 𝜇)+6 𝑘
2𝜇−3 𝑝2𝑘

2−8 𝜇+4 𝑝2)

𝑝4(−𝑘
4+5 (𝑘2−2)√−𝑘2+1+10 𝑘2−10)

,  

𝜓1 =
2(2 𝜇−𝑝2)(√1−𝑘

2(𝑘2−4)+3𝑘2−4)(𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑘2+𝑑𝑛(𝜉,𝑘)√−𝑘2+1+𝑑𝑛(𝜉,𝑘))

𝑝4(−𝑘
4+5√1−𝑘2𝑘2+10𝑘2−10√1−𝑘2−10)𝑑𝑛(𝜉,𝑘)

.  

As a result, the exact soliton solution is given by  

𝑢1(𝑥, 𝑡) = {
2(2 𝜇−𝑝2)(√1−𝑘

2(𝑘2−4)+3𝑘2−4)(𝑠𝑛(𝜉,𝑘)𝑐𝑛(𝜉,𝑘)𝑘2+𝑑𝑛(𝜉,𝑘)√1−𝑘2+𝑑𝑛(𝜉,𝑘))

𝑝4(−𝑘
4+5√1−𝑘2𝑘2+10𝑘2−10√1−𝑘2−10)𝑑𝑛(𝜉,𝑘)

}

1

2

.      (59) 

 

  
Some subgroups for relation (59):  
Supposing k = 1 in Eq. (59) supplies  

𝑢2(𝑥, 𝑡) = {−2 
(𝑝2−2 𝜇)(tanh(𝑥−𝜆𝑡)𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡)+𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡))

𝑝4𝑠𝑒𝑐ℎ(𝑥−𝜆𝑡)
}

1

2
.  

(60) 

5. THE 𝐞𝐱𝐩(−𝛟(𝛈))-EXPANSION METHOD 

Handling the investigated model through the rational 

exp(−ϕ(η))-expansion method gets the following steps as 
mentioned earlier:  

 Step 1.  

𝒮1(𝜓, 𝜓𝑥, 𝜓𝑡 , 𝜓𝑥𝑥 , 𝜓𝑡𝑡 , . . . ) = 0,     (61) 
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where 𝒮 is a polynomial of ψ and its partial derivatives.  
 Step 2. Firstly, by utilising travelling wave transformation  

𝜂 = 𝑥 − 𝜆𝑡 + 𝜃0,    8.5𝑐𝑚 (62) 

where λ is the non-zero arbitrary value, allows to diminish Eq. (61) 

to an ODE of ψ = ψ(η) in the below form,  

𝒮2(𝜓, 𝜅𝜓′, 𝜔𝜓′, 𝜅
2𝜓′′, 𝜔2𝜓′′, . . . ) = 0.     (63) 

 Step 3. The generated solutions of (61) are:  

𝜓(𝜂) =
∑  𝑁
𝑖=0𝐴𝑖(e

−𝜙(𝜂))
𝑖

∑  𝑀
𝑖=0𝐵𝑖(e

−𝜙(𝜂))
𝑖,     (64) 

where Ai, Bi(0 ≤ j ≤ N,M), are the parameters to be deter-

mined AN, BM ≠ 0, and, ϕ = ϕ(η) satisfying the ODE given 
below  

𝜙′ = 𝑤1e
𝜙 + e−𝜙 + 𝑤2,    𝜙′ =

𝑑𝜙

𝑑𝜂
.     (65) 

The particular solutions of Eq. (65) will be read as: 

Solution-1: When w1 ≠ 0 and w2
2 − 4w1 > 0, therefore we 

attain 

𝜙(𝜂) = ln(−
√𝑤2

2−4𝑤1

2𝑤1
tanh(

√𝑤2
2−4𝑤1

2
(𝜂 + 𝐸)) −

𝑤2

2𝑤1
).   

 Solution-2: When w1 ≠ 0 and w2
2 − 4w1 < 0, therefore 

we attain 

𝜙(𝜂) = ln(
√−𝑤2

2+4𝑤1

2𝑤1
tan(

√−𝑤2
2+4𝑤1

2
(𝜂 + 𝐸)) −

𝑤2

2𝑤1
).  

 Solution-3: When w1 = 0, w2 ≠ 0, and w2
2 − 4w1 > 0, 

therefore we attain 

Φ(𝜂) = −ln (
𝑤2

exp(𝑤2(𝜂+𝐸))−1
).  

 Solution-4: When w1 ≠ 0, w2 ≠ 0, and w2
2 − 4w1 = 0, 

therefore we attain 

𝜙(𝜂) = ln (−
2𝑤2(𝜉+𝐸)+4

𝑤2
2(𝜂+𝐸)

).  

 Solution-5: When w1 = 0, w2 = 0, and w2
2 − 4w1 = 0, 

therefore we attain ϕ(η) = ln(η + E), where Aj(0 ≤ j ≤

N), Bj(0 ≤ j ≤ M), E,w2 and w1 are also the constants to be 

explored later.  
 Step 4. Balancing the non-linear ODE can obtain the values 

M and N.  
 Step 5. By solving the algebraic equations, we can get to the 

mentioned values. 

6.  APPLICATION EFM 

In this section, the innovative soliton wave solutions for the 
model under investigation are constructed through an analytical 
approach outlined. 

The set of categories of solutions with N = 1,M = 0: 

6.1. Set I 

𝜇 = 1/32 
16 𝑝2𝑝6−3 𝑝4

2

𝑝6
, 𝐴0 = 0,      

𝐴1 = −
𝐵0(𝐽𝑇

2−𝜆2𝑚)

𝑇
√−3 (4 𝐽𝑇2𝑝6 − 4 𝜆

2𝑚𝑝6)
−1,  (66) 

𝑤1 = 0,    𝑤2 = √−3 (4 𝐽𝑇
2𝑝6 − 4 𝜆

2𝑚𝑝6)
−1𝑝4𝑇.   

As a result (Group 3), the kink soliton solution is given by  

𝑢1(𝑥, 𝑡) = {
3(𝐽𝑇2−𝜆2𝑚)(4 𝐽𝑇2𝑝6−4 𝜆

2𝑚𝑝6)
−1
𝑝4

exp(√−3 (4 𝐽𝑇2𝑝6−4 𝜆
2𝑚𝑝6)

−1𝑝4𝑇(𝑥−𝜆𝑡+𝐸))−1
}

1

2

. (67) 

6.2. Set II 

𝜆 =
𝑇

𝐵0
√1/3 

3 𝐽𝐵0
2+4 𝐴1

2𝑝6

𝑚
, 𝜇 = 1/32 

16 𝑝2𝑝6−3 𝑝4
2

𝑝6
,    

𝐴0 = 1/8 
4 𝐴1𝑝6𝑤2−3 𝐵0𝑝4

𝑝6
, (68) 

𝑤1 =
16 𝐴1

2𝑝6
2𝑤2

2−9 𝐵0
2𝑝4

2

64 𝐴1
2𝑝6

2 , 𝑤2
2 − 4𝑤1 =

9 𝐵0
2𝑝4

2

16 𝐴1
2𝑝6

2.  

As a result by (Group 1), the soliton solution is concluded by  

 
𝑢1(𝑥, 𝑡) =

{1/8𝐵0  
4 𝐴1𝑝6𝑤2−3 𝐵0𝑝4

𝑝6
+

𝐴1

𝐵0
×

1

−24 
𝐵0𝑝4𝐴1𝑝6

(4 𝐴1𝑝6𝑤2−3 𝐵0𝑝4)(4 𝐴1𝑝6𝑤2+3 𝐵0𝑝4)
tanh(3/8 

𝐵0𝑝4
𝐴1𝑝6

(𝜂+𝐸))−32 
𝑤2𝑝6

2𝐴1
2

(4 𝐴1𝑝6𝑤2−3 𝐵0𝑝4)(4 𝐴1𝑝6𝑤2+3 𝐵0𝑝4)

}

1

2

  (69) 

 

when 𝜂 = 𝑥 −
𝑇

𝐵0
√1/3 

3 𝐽𝐵0
2+4 𝐴1

2𝑝6

𝑚
𝑡. 

The set of categories of solutions with N = 2,M = 1: 

6.3.  Set I 

𝜆 =
𝑇

𝑤2
√1/4 

4 𝐽𝑝6𝑤2
2+3 𝑝4

2

𝑚𝑝6
, 𝜇 =

16 𝑝2𝑝6−3 𝑝4
2

32𝑝6
,    

𝐴0 = 𝐴2 = 𝑤1 = 0,    𝐵0 =
𝑤2(4 𝐴1𝑝6+3 𝐵1𝑝4)

3𝑝4
, (70) 



DOI 10.2478/ama-2024-0041                                                                                                                                                          acta mechanica et automatica, vol.18 no.3 (2024) 

379 

𝑢1(𝑥, 𝑡) = {3 
𝐴1e

−𝜙(𝜂)𝑝4

3 𝐵1e
−𝜙(𝜂)𝑝4+4 𝐴1𝑝6𝑤2+3 𝐵1𝑝4𝑤2

}

1

2
,        

𝜂 = 𝑥 −
𝑇

𝑤2
√1/4 

4 𝐽𝑝6𝑤2
2+3 𝑝4

2

𝑚𝑝6
𝑡.         (71) 

6.4. Set II 

𝜆 =
𝑇

𝐵1
√
3 𝐽𝐵1

2𝑤1+4 𝐴1
2𝑝6+3 𝐴1𝐵1𝑝4

3𝑚𝑤1
, 𝜇 =

16 𝑝2𝑝6−3 𝑝4
2

32𝑝6
, 𝐴0 =

√
4 𝐴1

2𝑝6𝑤1+3 𝐴1𝐵1𝑝4𝑤1

4𝑝6
,   (72) 

𝐴2 = 𝐵0 = 0,      𝑤2 =

1/2 
(8 𝐴1𝑝6+3 𝐵1𝑝4)𝑤1

𝑝6

1

√
𝐴1𝑤1(4 𝐴1𝑝6+3 𝐵1𝑝4)

𝑝6

,  

𝑢2(𝑥, 𝑡) =  

{
e𝜙(𝜂)

𝐵1
(√1/4 

4 𝐴1
2𝑝6𝑤1+3 𝐴1𝐵1𝑝4𝑤1

𝑝6
+ 𝐴1e

−𝜙(𝜂))}

1

2

,  (73) 

 where 𝜂 = 𝑥 −
𝑇

𝐵1
√1/3 

3 𝐽𝐵1
2𝑤1+4 𝐴1

2𝑝6+3 𝐴1𝐵1𝑝4

𝑚𝑤1
𝑡.  

6.5. Set III  

𝜆 =
𝑇

−𝐴1
2𝑤1+𝐴0

2
√1/4 

4 𝐽𝑝6(−𝐴1
2𝑤1+𝐴0

2)
2
+3 𝐴0

2𝐴1
2𝑝4

2

𝑚𝑝6
,    

𝜇 = 1/32 
16 𝑝2𝑝6−3 𝑝4

2

𝑝6
, 𝐴2 = 0,   (74) 

𝐵0 = −1/3 
−𝐴1𝑤1(4 𝐴1𝑝6+3 𝐵1𝑝4)+4 𝐴0

2𝑝6

𝐴0𝑝4
,    𝑤2 =

𝐴1
2𝑤1+𝐴0

2

𝐴0𝐴1
,

𝑤2
2 − 4𝑤1 =

(−𝐴1
2𝑤1+𝐴0

2)
2

𝐴0
2𝐴1

2 ,  

𝑢3(𝑥, 𝑡) = 

{3 
(𝐴0+𝐴1e

−𝜙(𝜂))𝐴0𝑝4

3 𝐵1e
−𝜙(𝜂)𝐴0𝑝4+4 𝐴1

2𝑝6𝑤1+3 𝐴1𝐵1𝑝4𝑤1−4 𝐴0
2𝑝6
}

1

2
,        (75) 

where 

𝜂 = 𝑥 −
𝑇

−𝐴1
2𝑤1+𝐴0

2
√1/4 

4 𝐽𝑝6(−𝐴1
2𝑤1+𝐴0

2)
2
+3 𝐴0

2𝐴1
2𝑝4

2

𝑚𝑝6
𝑡. 

6.6. Set IV 

𝜆 =
𝑇

𝐵0
√1/3 

3 𝐽𝐵0
2 + 𝐴1

2𝑝6
𝑚

,

𝜇 = 1/32 
16 𝑝2𝑝6 − 3 𝑝4

2

𝑝6
,   

𝐴0 = −1/2 
𝐵0(2 𝐴1𝑝6+3 𝐵1𝑝4)

𝑝6𝐵1
, 𝐴2 = 0, (76) 

𝑤1 = 1/2 
𝐵0
2(2 𝐴1𝑝6+3 𝐵1𝑝4)

𝑝6𝐵1
2𝐴1

,    𝑤2 =

−1/2 
(4 𝐴1𝑝6+3 𝐵1𝑝4)𝐵0

𝐴1𝑝6𝐵1
,      𝑤2

2 − 4𝑤1 = 9/4 
𝐵0
2𝑝4

2

𝐴1
2𝑝6

2,  

𝑢4(𝑥, 𝑡) =

{
 
 
 
 

 
 
 
 

1/2 
2 𝐴1e

−𝜙(𝑥−
𝑇
𝐵0

√1/3 
3 𝐽𝐵0

2+𝐴1
2𝑝6

𝑚 𝑡)

𝑝6𝐵1−2 𝐴1𝐵0𝑝6−3 𝐵0𝐵1𝑝4

𝑝6𝐵1

(

 
 
 

𝐵0+𝐵1e

−𝜙(𝑥−
𝑇
𝐵0

√1/3 
3 𝐽𝐵0

2+𝐴1
2𝑝6

𝑚 𝑡)

)

 
 
 

}
 
 
 
 

 
 
 
 

1

2

.       (77) 

6.7. Set V  

𝜆 =

𝑇

𝐵0(2 𝐴1𝑝6+𝐵1𝑝4)
√12 𝐽𝐵0

2(2 𝐴1𝑝6+𝐵1𝑝4)
2+𝐴1

2𝑝6(4 𝐴1𝑝6+3 𝐵1𝑝4)
2

12𝑚
,

𝜇 =
16 𝑝2𝑝6−3 𝑝4

2

32𝑝6
,   (78) 

𝐴0 = −
𝐵0(𝐴1𝑝6 + 𝐵1𝑝4)

𝐵1𝑝6
,     𝐴2 = 0,  

𝑤1 =
𝐵0
2(𝐴1𝑝6+𝐵1𝑝4)(4 𝐴1𝑝6+𝐵1𝑝4)

𝑝6𝐵1
2𝐴1(4 𝐴1𝑝6+3 𝐵1𝑝4)

,    

𝑤2 = −
(8 𝐴1

2𝑝6
2+8 𝐴1𝐵1𝑝4𝑝6+3 𝐵1

2𝑝4
2)𝐵0

𝑝6𝐵1𝐴1(4 𝐴1𝑝6+3 𝐵1𝑝4)
, 𝑤2

2 − 4𝑤1 =

9 
𝐵0
2𝑝4

2(2 𝐴1𝑝6+𝐵1𝑝4)
2

𝑝6
2𝐴1

2(4 𝐴1𝑝6+3 𝐵1𝑝4)
2,  

𝑢5(𝑥, 𝑡) = {
𝐴1e

−𝜙(𝜂)𝑝6𝐵1−𝐴1𝐵0𝑝6−𝐵0𝐵1𝑝4

𝑝6𝐵1(𝐵0+𝐵1e
−𝜙(𝜂))

}

1

2
, (79) 

where 𝜂 = 𝑥 −
𝑇

𝐵0(2 𝐴1𝑝6+𝐵1𝑝4)
√1/12 

12 𝐽𝐵0
2(2 𝐴1𝑝6+𝐵1𝑝4)

2+𝐴1
2𝑝6(4 𝐴1𝑝6+3 𝐵1𝑝4)

2

𝑚
𝑡. 
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6.8. Set VI  

𝜆 =

𝑇

𝐵0(8𝐴1𝑝6+3𝐵1𝑝4)
√3 𝐽𝐵0

2(8𝐴1𝑝6+3𝐵1𝑝4)
2+4𝐴1

2𝑝6(4𝐴1𝑝6+3𝐵1𝑝4)
2

3𝑚
,    𝜇 =

16𝑝2𝑝6−3𝑝4
2

32𝑝6
,   (80) 

𝐴0 = −1/4 
𝐵0(4 𝐴1𝑝6+3 𝐵1𝑝4)

𝐵1𝑝6
,    𝐴2 = 0,    𝑤1 =

𝐵0
2

𝐵1
2,    

𝑤2 = −1/4 
𝐵0(32 𝐴1

2𝑝6
2+24 𝐴1𝐵1𝑝4𝑝6+9 𝐵1

2𝑝4
2)

𝐵1𝑝6𝐴1(4 𝐴1𝑝6+3 𝐵1𝑝4)
,    𝑤2

2 −

4𝑤1 =
9 𝐵0

2𝑝4
2(8 𝐴1𝑝6+3 𝐵1𝑝4)

2

16 𝑝6
2𝐴1

2(4 𝐴1𝑝6+3 𝐵1𝑝4)
2,  

𝑢6(𝑥, 𝑡) = {1/4 
4 𝐴1e

−𝜙(𝜂)𝑝6𝐵1−4 𝐴1𝐵0𝑝6−3 𝐵0𝐵1𝑝4

𝑝6𝐵1(𝐵0+𝐵1e
−𝜙(𝜂))

}

1

2
, (81) 

 where 

𝜂 = 𝑥 −
𝑇

𝐵0(8 𝐴1𝑝6+3 𝐵1𝑝4)
√1/3 

3 𝐽𝐵0
2(8 𝐴1𝑝6+3 𝐵1𝑝4)

2+4 𝐴1
2𝑝6(4 𝐴1𝑝6+3 𝐵1𝑝4)

2

𝑚
𝑡. 

6.9. Set VII  

𝜆 =
𝑇

𝐵1
√1/3 

3 𝐽𝐵1
2+4 𝐴2

2𝑝6

𝑚
, 𝜇 = 1/32 

16 𝑝2𝑝6−3 𝑝4
2

𝑝6
,    

 𝐴0 =
𝐵0(𝐴1𝐵1−𝐴2𝐵0)

𝐵1
2 , (82) 

𝑤1 = 1/4 
(𝐴1𝐵1−𝐴2𝐵0)(4 𝐴1𝐵1𝑝6−4 𝐴2𝐵0𝑝6+3 𝐵1

2𝑝4)

𝐴2
2𝐵1

2𝑝6
,    

𝑤2 = 1/4 
8 𝑝6(𝐴1𝐵1−𝐴2𝐵0)+3 𝐵1

2𝑝4

𝐴2𝐵1𝑝6
,    𝑤2

2 − 4𝑤1 =
9 𝐵1

2𝑝4
2

16 𝐴2
2𝑝6

2,  

𝑢7(𝑥, 𝑡) =

{
 
 

 
 
e

−𝜙(𝑥−
𝑇
𝐵1

√3 𝐽𝐵1
2+4 𝐴2

2𝑝6
3𝑚 𝑡)

𝐴2𝐵1+𝐴1𝐵1−𝐴2𝐵0

𝐵1
2

}
 
 

 
 

1

2

. (83) 

As a result (Group 1), the soliton solution is given by  

𝑢7(𝑥, 𝑡) =

{
 

 (−3
2

𝐵1
3𝑝4𝐴2

𝑆(3 𝐵1
2𝑝4+4 𝑝6𝑆)

tanh(
3

8

𝐵1𝑝4
𝐴2𝑝6

(𝜂+𝐸))−
(3 𝐵1

2𝑝4+8 𝑝6𝑆)𝐴2𝐵1

2𝑆(3 𝐵1
2𝑝4+4 𝑝6𝑆)

)

−1

𝐴2𝐵1+𝐴1𝐵1−𝐴2𝐵0

𝐵1
2

}
 

 

1

2

,     (84) 

 where 𝜂 = 𝑥 −
𝑇

𝐵1
√3 𝐽𝐵1

2+4 𝐴2
2𝑝6

3𝑚
𝑡 and 𝑆 = 𝐴1𝐵1 − 𝐴2𝐵0.  

6.10.  Set VIII 

𝜆 =
𝑇

𝐵1
√1/3 

3 𝐽𝐵1
2+4 𝐴2

2𝑝6

𝑚
,    𝜇 =

64 𝐴2𝑝6
2(𝐴0𝐵1

2−𝐴2𝐵0
2)+48 𝐵1

2𝑝6(𝐴2𝐵0𝑝4+𝐵1
2𝑝2)−9 𝐵1

4𝑝4
2

96 𝑝6𝐵1
4 , (85) 

𝐴1 = 1/4 
8 𝐴2𝐵0𝑝6−3 𝐵1

2𝑝4

𝐵1𝑝6
,    𝑤1 =

𝐴0

𝐴2
, 𝑤2 = 1/

4 
8 𝐴2𝐵0𝑝6−3 𝐵1

2𝑝4

𝐴2𝑝6𝐵1
,  

𝑤2
2 − 4𝑤1 =

−
1

16

64 𝐴2𝑝6
2(𝐴0𝐵1

2−𝐴2𝐵0
2)+48 𝐴2𝐵0𝐵1

2𝑝4𝑝6−9 𝐵1
4𝑝4

2

𝐴2
2𝐵1

2𝑝6
2 ,   

𝑢8(𝑥, 𝑡) =

{
 
 
 
 

 
 
 
 

4𝐴2e

−2 𝜙(
𝑇
𝐵1

√3 𝐽𝐵1
2+4 𝐴2

2𝑝6
3𝑚 )

𝑝6𝐵1+e

−𝜙(
𝑇
𝐵1

√3 𝐽𝐵1
2+4𝐴2

2𝑝6
3𝑚 )

(8 𝐴2𝐵0𝑝6−3 𝐵1
2𝑝4)+4 𝐴0𝑝6𝐵1

4𝑝6𝐵1

(

 
 
 

𝐵0+𝐵1e

−𝜙(
𝑇
𝐵1

√3 𝐽𝐵1
2+4𝐴2

2𝑝6
3𝑚 )

)

 
 
 

}
 
 
 
 

 
 
 
 

1

2

.    (86)  

As a result (Groups 1 and 2), the soliton and periodic solutions 

are given, respectively by  

𝑢8(𝑥, 𝑡) = {
4 𝐴2Φ

2𝑝6𝐵1+Φ(8 𝐴2𝐵0𝑝6−3 𝐵1
2𝑝4)+4 𝐴0𝑝6𝐵1

4𝑝6𝐵1(𝐵0+𝐵1Φ)
}

1

2
, (87) 

Φ =

{−
√𝑆

8𝐵1𝑝6𝐴0
tanh (

√𝑆

8𝐴2𝑝6𝐵1
(𝜂 + 𝐸)) −

8 𝐴2𝐵0𝑝6−3 𝐵1
2𝑝4

8𝐵1𝑝6𝐴0
}
−1

,   

 𝑆 > 0,     

Φ = {
√−𝑆

8𝐵1𝑝6𝐴0
tan (

√−𝑆

8𝐴2𝑝6𝐵1
(𝜂 + 𝐸)) −

8 𝐴2𝐵0𝑝6−3 𝐵1
2𝑝4

8𝐵1𝑝6𝐴0
}
−1

,  

𝑆 < 0, 

where 𝑆 = (8 𝐴2𝐵0𝑝6 − 3 𝐵1
2𝑝4)

2
− 64 𝐴0𝐴2𝐵1

2𝑝6
2  

and 𝜂 = 𝑥 −
𝑇

𝐵1
√3 𝐽𝐵1

2+4 𝐴2
2𝑝6

3𝑚
𝑡. 
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6.11. Set IX  

𝜇 =
16 𝑝6

2(𝐴1𝐵1−2 𝐴2𝐵0)
2+8 𝐵1

2𝑝4𝑝6(𝐴1𝐵1−2 𝐴2𝐵0)+16 𝐵1
4𝑝2𝑝6−3 𝐵1

4𝑝4
2

32𝑝6𝐵1
4 ,        (88) 

𝐴0 = 1/4 
𝐴1

2

𝐴2
,    𝑤1 = 1/4 

𝐴1
2𝐵1

2𝑝6+4 𝐴1𝐴2𝐵0𝐵1𝑝6−8 𝐴2
2𝐵0

2𝑝6+3 𝐴2𝐵0𝐵1
2𝑝4

𝐴2
2𝐵1

2𝑝6
,  

𝜆 =
𝑇

𝐵1
√1/3 

3 𝐽𝐵1
2+4 𝐴2

2𝑝6

𝑚
, 𝑤2 =

8 𝐴1𝐵1𝑝6−8 𝐴2𝐵0𝑝6+3 𝐵1
2𝑝4

4𝐴2𝐵1𝑝6
,    

𝑤2
2 − 4𝑤1 = 3/16 

(4 𝐴1𝐵1𝑝6−8 𝐴2𝐵0𝑝6+3 𝐵1
2𝑝4)(4 𝐴1𝐵1𝑝6−8 𝐴2𝐵0𝑝6+𝐵1

2𝑝4)

𝐴2
2𝐵1

2𝑝6
2 ,  

𝑢9(𝑥, 𝑡) =

{
 
 
 
 

 
 
 
 

1/4 
4 𝐴2

2e

−2 𝜙(𝑥−
𝑇
𝐵1

√3 𝐽𝐵1
2+4 𝐴2

2𝑝6
3𝑚 𝑡)

+4 𝐴1e

−𝜙(𝑥−
𝑇
𝐵1

√3 𝐽𝐵1
2+4 𝐴2

2𝑝6
3𝑚 𝑡)

𝐴2+𝐴1
2

𝐴2

(

 
 
 

𝐵0+𝐵1e

−𝜙(𝑥−
𝑇
𝐵1

√3 𝐽𝐵1
2+4 𝐴2

2𝑝6
3𝑚 𝑡)

)

 
 
 

}
 
 
 
 

 
 
 
 

1

2

.      (89) 

As a result (Groups 1 and 2), the soliton and periodic solutions are given, respectively, by  

𝑢9(𝑥, 𝑡) = {1/4 
4 𝐴2

2Φ2+4 𝐴1Φ𝐴2+𝐴1
2

𝐴2(𝐵0+𝐵1Φ)
}

1

2
,                (90) 

Φ = {−1/2 
√3√𝑆𝐴2𝐵1

𝐾
tanh (1/8 

√3√𝑆

𝐴2𝐵1𝑝6
(𝜂 + 𝐸)) −

(8 𝑝6(𝐴1𝐵1−𝐴2𝐵0)+3 𝐵1
2𝑝4)𝐴2𝐵1

2𝐾
}
−1

,      𝑆 > 0,  

Φ = {1/2 
√3√−𝑆𝐴2𝐵1

𝐾
tan (1/8 

√3√−𝑆

𝐴2𝐵1𝑝6
(𝜂 + 𝐸)) −

(8 𝑝6(𝐴1𝐵1−𝐴2𝐵0)+3 𝐵1
2𝑝4)𝐴2𝐵1

2𝐾
}
−1

,      𝑆 < 0,  

where  

𝜂 = 𝑥 −
𝑇

𝐵1
√3 𝐽𝐵1

2+4 𝐴2
2𝑝6

3𝑚
𝑡,    𝐾 = 𝐴1

2𝐵1
2𝑝6 + 4 𝐴1𝐴2𝐵0𝐵1𝑝6 − 8 𝐴2

2𝐵0
2𝑝6 + 3 𝐴2𝐵0𝐵1

2𝑝4,  

𝑆 = (4 𝐴1𝐵1𝑝6 − 8 𝐴2𝐵0𝑝6 + 3 𝐵1
2𝑝4)(4 𝐴1𝐵1𝑝6 − 8 𝐴2𝐵0𝑝6 + 𝐵1

2𝑝4).  

6.12. Set X  

𝜆 =
𝑇

𝐵1
√3 𝐽𝐵1

2+4 𝐴2
2𝑝6

3𝑚
,    𝜇 =

16 𝑝2𝑝6−3 𝑝4
2

32𝑝6
,    𝐴0 =

32 𝐴2𝐵0𝑝6(8 𝐴2𝐵0𝑝6−3 𝐵1
2𝑝4)+9 𝐵1

4𝑝4
2

256 𝐵1
2𝑝6

2𝐴2
,  (91) 

𝐴1 =
16 𝐴2𝐵0𝑝6−3 𝐵1

2𝑝4

8𝐵1𝑝6
,    𝑤1 =

256 𝐴2
2𝐵0

2𝑝6
2−9 𝐵1

4𝑝4
2

256 𝐴2
2𝐵1

2𝑝6
2 ,    𝑤2 = 2 

𝐵0

𝐵1
,    𝑤2

2 − 4𝑤1 =
9 𝐵1

2𝑝4
2

64 𝐴2
2𝑝6

2,  

𝑢10(𝑥, 𝑡) = {
256𝐴2

2e−2𝜙(𝜂)𝐵1
2𝑝6

2+32e−𝜙(𝜂)𝐴2𝐵1𝑝6Υ1+32𝐴2𝐵0𝑝6(8𝐴2𝐵0𝑝6−3𝐵1
2𝑝4)+9𝐵1

4𝑝4
2

256𝐵1
2𝑝6

2𝐴2(𝐵0+𝐵1e
−𝜙(𝜂))

}

1

2
,      (92) 

where 𝜂 = 𝑥 −
𝑇

𝐵1
√3 𝐽𝐵1

2+4 𝐴2
2𝑝6

3𝑚
𝑡. As a result (Group 1), the soliton solution is given by  

𝑢10(𝑥, 𝑡) = {
256𝐴2

2Φ2𝐵1
2𝑝6

2+32Φ𝐴2𝐵1𝑝6Υ1+32𝐴2𝐵0𝑝6(8𝐴2𝐵0𝑝6−3𝐵1
2𝑝4)+9𝐵1

4𝑝4
2

256𝐵1
2𝑝6

2𝐴2(𝐵0+𝐵1Φ)
}

1

2
,       (93) 

Υ1 = (16𝐴2𝐵0𝑝6 − 3𝐵1
2𝑝4),  

Φ = {−
3

8

𝐵1
3𝑝4𝐴2𝑝6

2 𝐴2
2𝐵0

2𝑝6
2−

9 𝐵1
4𝑝4

2

128

tanh [
3

16

𝐵1𝑝4

𝐴2𝑝6
(𝑥 −

𝑇

𝐵1
√3 𝐽𝐵1

2+4𝐴2
2𝑝6

3𝑚
𝑡)] −

2 𝐵0𝐵1𝐴2
2𝑝6

2

2 𝐴2
2𝐵0

2𝑝6
2−

9 𝐵1
4𝑝4

2

128

}

−1

.  
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6.13. Set XI 

 𝜆 =
𝑇

𝐵1
√3 𝐽𝐵1

2+4 𝐴2
2𝑝6

3𝑚
,    𝜇 =

64 𝑝2𝑝6−15 𝑝4
2

128𝑝6
, 𝐴0 =

32 𝐴2𝐵0𝑝6(8 𝐴2𝐵0𝑝6−3 𝐵1
2𝑝4)+9 𝐵1

4𝑝4
2

256 𝐵1
2𝑝6

2𝐴2
,  (94) 

𝐴1 = 1/8 
16 𝐴2𝐵0𝑝6−3 𝐵1

2𝑝4

𝐵1𝑝6
,    𝑤1 =

256 𝐴2
2𝐵0

2𝑝6
2+9 𝐵1

4𝑝4
2

256 𝐴2
2𝐵1

2𝑝6
2 ,    𝑤2 = 2 

𝐵0

𝐵1
,    𝑤2

2 − 4𝑤1 = −
9 𝐵1

2𝑝4
2

64 𝐴2
2𝑝6

2,  

𝑢11(𝑥, 𝑡) = {
256𝐴2

2e−2𝜙(𝜂)𝐵1
2𝑝6

2+32e−𝜙(𝜂)𝐴2𝐵1𝑝6Υ1+32𝐴2𝐵0𝑝6(8𝐴2𝐵0𝑝6−3𝐵1
2𝑝4)+9𝐵1

4𝑝4
2

256𝐵1
2𝑝6

2𝐴2(𝐵0+𝐵1e
−𝜙(𝜂))

}

1

2
,      (95) 

where 𝜂 = 𝑥 −
𝑇

𝐵1
√3 𝐽𝐵1

2+4 𝐴2
2𝑝6

3𝑚
𝑡. As a result (Group 2), the periodic solution is given by  

𝑢11(𝑥, 𝑡) = {
256𝐴2

2Φ2𝐵1
2𝑝6

2+32Φ𝐴2𝐵1𝑝6Υ1+32𝐴2𝐵0𝑝6(8𝐴2𝐵0𝑝6−3𝐵1
2𝑝4)+9𝐵1

4𝑝4
2

256𝐵1
2𝑝6

2𝐴2(𝐵0+𝐵1Φ)
}

1

2
,                     (96) 

Υ1 = (16𝐴2𝐵0𝑝6 − 3𝐵1
2𝑝4),  

Φ = {
3

8

𝐵1
3𝑝4𝐴2𝑝6

2 𝐴2
2𝐵0

2𝑝6
2+

9 𝐵1
4𝑝4

2

128

tan [
3

16

𝐵1𝑝4

𝐴2𝑝6
(𝑥 −

𝑇

𝐵1
√3 𝐽𝐵1

2+4𝐴2
2𝑝6

3𝑚
𝑡)] −

2 𝐵0𝐵1𝐴2
2𝑝6

2

2 𝐴2
2𝐵0

2𝑝6
2+

9 𝐵1
4𝑝4

2

128

}

−1

.  

6.14. The graphical discussion and physical significance 

By selecting the appropriate values for the parameter, we 
were able to generate the desired types of solutions that indicate 
wave discrepancy. The analytical solutions are coded in maple 
and the parametric and sensitivity analysis are carried out using 
the codes. The parametric results are presented in Figs. 1–4. The 
present results from the simulations show that through an inherent 
property of auxiliary parameters for the adjustment and control of 
region and rate of convergence of approximate series solutions, 

the MEJM and rational exp(−ϕ(η))-expansion method have 
proven to be very efficient and capable techniques in handling 
non-linear engineering problems in wider ranges of parameters. 
The importance of this study lies in the actuality that it can serve 
as a base for the experimental work that we want to undertake on 
the plasma physics and crystal lattice theory. 

7. CONCLUSION 

On the basis of the constructed auxiliary functions, the MEJM, 

the rational exp(−ϕ(η))-expansion method and the solitary 
wave solutions by utilising TFFME were inspected. The mentioned 
equation is non-integrable. The impact of wave motion in plasma 
on the physical parameters including speed and amplitudes of 
solitary waves has been focussed. Then, the general form rational 
solutions to TFFME containing soliton, kink soliton, singular soli-
ton and periodic wave solutions were observed. We found plenty 
of exact solutions for two cases. The dynamical behaviour of 
results was investigated via graphical illustrations by using con-
sidered methods. Moreover, various important remarks about the 
physical meanings of solutions were presented. From these re-
sults, it may be seen that the MEJM and EEM are the power tools 
to solve such non-linear partial models arising in applied and 
engineering sciences. In the future, we can further study its soliton 
solutions, rogue wave solutions, solitary waves and symmetry, 
etc.  
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Abstract: Our study involved a combination of practical experiments and numerical simulations using the Abaqus computational software. 
The main aim was to enhance our understanding of the mechanical characteristics exhibited by 6082 aluminium alloy when exposed  
to tensile forces. To achieve this, we produced 18 samples of standardized dimensions utilizing a parallel lathe. These samples  
then underwent a thermal treatment comprising a solution treatment, water quenching and various tempering procedures at different  

temperatures (280C, 240C, 200C, 160C and 120C), resulting in a range of hardness levels. To obtain the experimental results,  
we conducted tensile tests on a specialized machine, which were subsequently supplemented with numerical analyses. By adopting  
this approach, we gained valuable insights into the behaviour of aluminium alloy 6082, specifically regarding its mechanical properties  
such as hardness, tensile strength, elongation and necking coefficient. This newfound knowledge holds potential significance in the realm 
of designing and optimizing aluminium structures that operate within high-temperature environments. 

Key words: 6082 Aluminium alloy, quenching and tempering, hardness, tensile strength

1. INTRODUCTION 

Aluminium alloys have been the subject of much research and 
scientific progress. Their importance in industry lies in their char-
acteristic properties such as low densities. They are two to four 
times lower than that of steels. They are widely applied, especially 
in the aeronautical, automotive and shipbuilding industries (1). 
The mechanical properties of Al–Mg–Si alloys can be improved by 
including the additional elements or by applying appropriate heat 
treatments such as solution heat treatment, quenching and ageing 
treatment (2). 6082 Aluminium alloy (ISO name: AlSiMg07) has 
favourable mechanical properties, good corrosion resistance and 
good mechanical strength of the order of 320 MPa in the T6 state 
(3). The presence of silicon and copper reduces thermal expan-
sion, while magnesium increases it (4, 5). This alloy is mainly 
used in the transport and structural engineering industry, such as 
in bridges, cranes, frameworks, transport aircraft and transport 
ships. The mechanical properties of this alloy such as hardness 
and breaking strength are improved by heat treatments (6-8). 

Researchers have studied the effect of temperature on the 
mechanical properties of aluminium alloy in tensile tests on cylin-
drical specimens accompanied by numerical simulation. Terena et 
al (9) conducted experimental and numerical analyses on the 
drawing efficiency of quenching aluminium alloy 6082. Validation 
of the theoretical evaluation was performed by superimposing the 
graph of the triaxiality ratio of stress versus strain plastic and the 

failure envelope graph of the 60820 quenching aluminium alloy for 
a zero seam parameter. The numerical simulation gave the ratio 
of triaxiality of the stresses compared with the correlation of the 
plastic deformations. In order to define the constituent material 
model and the rupture envelope, experimental determinations and 
numerical simulations of plane stress and plane strain specimens 
were carried out (tensile, shear and compression tests for various 
samples). The simulation results were compared with experi-
mental observations. Recent works have revealed important data 
on this matter, such as Clausen et al. (10), who targeted the 
dependence of fracture on strain rate, triaxiality and temperature, 
or Field et al. (11), who studied various materials submitted to 
high rate shock. Mean stress was proven to play an important role 
in the fracture of metals by Bao and Wierzbicki (12). Their numeri-
cal simulations with the cut-off value in fracture loci successfully 
captured the main features observed in tensile tests under hydro-
static pressure. Furthermore, Wierzbicki et al. (12) have shown 
the advantage of working with plane stress. 

This work studies the influence of heat treatment on the me-
chanical properties of alloy 6082 before and after the treatment. 
To do this, the specimens are organized into 6 series of 3 sam-
ples each; therefore a total of 18 samples are tested. It should be 
noted that the experimental results obtained are processed and 
analysed by the Abaqus software in order to make a comparison 
between the experimental and numerical results. 
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2. MATERIALS AND METHODS 

The tensile specimen material used is 6082 aluminium alloy. 
The results of the spectroscopic chemical analysis (wt%) of the 
alloy are shown in Tab. 1. 

Tab. 1. The chemical composition of the material (wt%) 

 

The geometric shape and the dimensions (in mm) of the spec-
imen chosen (according to the ISO 6892-1 standard) are repre-
sented in Fig. 1. 

 

Fig. 1. Tensile specimen used 

The average hardness of the material in the delivered state is 
118 HV. The type of heat treatment applied to the specimens is 
the structural hardening treatment as shown in Fig. 2: 

 Solid solution: Heating at a high temperature of 540C for 30 
min to put in the solid solution (a mixture of pure substances 
forming a homogeneous solid) the greatest possible number 
of soluble hardening elements. 

 Rapid cooling: Water is often used as a quenching medium to 
keep the solid solution supersaturated (13). 

 
Fig. 2. Structural hardening treatment of AL6082 

Industrially, tempering cannot always be carried out immedi-
ately after quenching. Different effective remedies have been 
found, particularly in the case of A-SG alloys. This can be done for 
example as follows: 

Pre-tempering in two stages: Pre-tempering for 2 min at 

250C + 4 min at 200C (3 days after quenching). The short pre-
tempering time allows for 1 week in which the time between 
quenching and tempering has minimal effect on the mechanical 
properties and prevents natural ageing.  

The tempering time of AL6082 is between 8 and 10 h.  

Tempering for 8 h: Applied 3 days after pre-tempering at 

280C, 240C, 200C, 160C and 120C. 
Fig. 3 shows two specimens, one before heat treatment (Fig. 

3a) and the other after solution treatment and quenching (Fig. 3b). 

       
(a)                                                          (b) 

Fig. 3.   Tensile specimens: (a) Before heat treatment; (b) After heat      
treatment 

The average value of the hardness of the 6082 aluminium al-
loy used after quenching is 103 HV (decrease in hardness com-
pared with the untreated material [118 HV]). 

It is a hydraulically driven vertical column test apparatus (Fig. 
4). The maximum pulling force can reach 50 KN in both directions. 
The strain rate used in tensile tests 0.2 mm/min. 

 
Fig. 4. Tensile machine WP 310 

3. CONSTITUTIVE MODEL OF THE MATERIAL AL6082-T6 

The aluminium specimens were modelled as an elastoplastic 
material by Johnson–Cook plasticity and the damage criterion 
introduced in the ABAQUS calculation code was used to develop 
numerical simulations in order to study the structural response of 
the metal. This criterion provides a satisfactory description of the 
behaviour of metal and alloys, since it takes into account large 
strains, high strain rates and temperature-dependent viscoplastici-
ty. For this purpose, the temperature factor in the aluminium alloy 
was taken into account. We therefore used the Johnson–Cook 
material model to determine the equivalent stress in the following 
form: 

𝜎𝐽𝐶 = [𝐴 + 𝐵(𝜀 ̅𝑝)𝑛][1 + 𝐶. 𝑙𝑛(𝜀̇𝑝/̅̅ ̅̅̅𝜀0̇
𝑝̅̅ ̅)] [1 − (

𝜃𝑤−𝜃0

𝜃𝑚−𝜃0
)

𝑚

]  (1) 

Where A, B, C, m and n are five materials constants. A is the 
yield strength, B is the strength coefficient, C is the strain rate 
coefficient, n is the strain hardening coefficient and m is the ther-

mal softening coefficient. σJC is the flow stress, ε is the plastic 

strain, . ε̇p̅ is the plastic strain rate, . ε̇0
p̅

 is the reference plastic 

strain rate, θ0 is the temperature of the workpiece material, θw is 

the reference temperature, and θm is the melting temperature of 
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the materials. Many criteria have been developed to predict the 
damage of metallic materials in the case of loadings. They rely on 
either of the maximum strain conditions for damage initiation. 
Damage in the Johnson–Cook material model is predicted using 
the following cumulative damage law:  

𝑊 = ∑
∆�̅�𝑝

ε̅
𝑓
𝑝                                                                                  (2) 

where ∆ε̅p is the accumulated increment of equivalent plastic 

strain during an integration step, W is the damage parameter for 

fracture initiation when it is equal to 1 ε̅f
p

 as the deformation 

equivalent to rupture, deduced as follows: 

ε̅𝑓
𝑝

= [𝐷1 + 𝐷2exp (𝐷3
𝑃

𝜎𝐽𝐶
)] [1 + 𝐷4. ln(𝜀̇𝑝/̅̅ ̅̅̅𝜀0̇

𝑝̅̅ ̅)] [1 −

𝐷5 (
𝑇𝑤−𝑇0

𝑇𝑚−𝑇0
)

𝑚

]                                                                             (3)  

𝑃

𝜎𝐽𝐶
 is the mean stress normalized by the equivalent stress, and 

parameters D1, D2, D3, D4 and D5 are constants. The evolutions of 

the damage are defined by the energy condition to create new 

free surfaces (Eq. 2). The choice of the energy approach is often 

governed by the size of the finite elements. 

𝐺𝑓 = ∫ 𝐿𝜎𝑦𝑑𝜀̅𝑝𝑙
�̅�𝑓

𝑝𝑙

�̅�0
𝑝𝑙                                                                     (4) 

Thus, following the initiation of the damage, the variable of 
damage increases according to the following equation: 

𝐷 =
𝐿𝑑�̅�𝑝𝑙

𝑢
𝑓
𝑝𝑙                                                                                    (5) 

𝑃

𝜎𝐽𝐶
   the plastic displacement equivalent to fracture is calculated 

as in the following equation: 

�̅�𝑓
𝑝𝑙

=
2𝐺𝑓

𝜎𝑦0
                                                                                   (6) 

where σy0 is the elastic limit of the material, Gf is the fracture 

energy and L is the characteristic of the finite element. 

Tab. 2. Johnson–Cook constitutive model constants for AL 6082-T6 

 

Tab. 2. Johnson–Cook constant and static tensile strength for 
AL 6082-T6 of the strain rate used in tensile tests 0.2 mm/min. 

4. RESULTS  

4.1. Tensile behaviour of material 

The specimens used in a tensile test are prepared according 
to international standards. The stress–strain curve obtained from 
the tensile test of the material used is shown in Fig. 5. All the 
curves have the same appearance and reflect the mechanical 
behaviour of the material in tension (14, 15). We take as an ex-
ample Fig. 5a, where the stress–strain curve starts with the elastic 
strain or the material, following Hooke’s law which expresses the 
linearity between stress and strain. With increase in the tensile 
load, the material enters the plastic zone (permanent deformation) 
up to a maximum load which is expressed in relation to the initial 
section of the specimen tensile strength Rm. After that, the defor-
mation is concentrated in one area, where there is necking (throt-
tling) and then the rupture of the specimen. 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

 
(f) 

Fig. 5.    Stress–strain curves of 6082 Aluminium alloy: (a) Untreated;         

Tempering temperature: (b) 120C; (c) 160°C; (d) 200°C; (e)   
240°C; (f) 280°C 

4.2.  Variation of hardness as a function of tempering 
temperature 

 The evolution of the average hardness HV as a function of 
tempering temperature is shown in Fig. 6. This figure shows a 
decrease in hardness values with increasing tempering tempera-
ture. 

 

 
Fig. 6. Evolution of the hardness as a function of tempering temperature 

4.3.  Evolution of the tensile strength Rm as a function  
of tempering temperature 

The evolution of the tensile strength as a function of the tem-
pering temperature is shown in Fig. 7. It can be seen that the 
tensile strength for the material is maximum at the tempering 
temperature of 160°C (422 MPa) and minimum at the tempering 
temperature of 280°C (214 MPa). 

 

 
Fig. 7. Evolution in tensile strength as a function of tempering treatment 

4.4.  Variation in elongation A% as a function of tempering 
temperature 

The percent elongation of the specimen (A%) is the ultimate 
elongation. It is determined by the formula:  

𝐴% = 100
𝐿𝑢−𝐿𝑜

𝐿𝑜
                                                                       (7)  

with Lo: initial length and Lu: length after rupture. 

Fig. 8 shows that the elongation values of the material are 
close to the tempering temperature of 120–280°C. On the contra-
ry, the elongation is maximum at the tempering temperature of 
280°C (7.92%). 
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 Fig. 8. Evolution of elongation as a function of tempering temperature 

4.5.  Variation of the coefficient of necking Z% as a function 
of tempering temperature 

The percent necking coefficient of the specimen (Z%) is de-
termined by the formula: 

𝑍% = 100
𝑆𝑜−𝑆𝑢

𝑆𝑜
                                                                       (8)  

with So: initial section and Su: section after rupture. 

Fig. 9 presents the results obtained from the coefficient of 
necking Z% as a function of tempering temperature. The increase 
in the tempering temperature leads to an increase in the coeffi-
cient of necking. 

 
Fig. 9.   Evolution of the coefficient of necking as a function of tempering 

temperature 

5. DISCUSSION 

For the alloy quenched and tempered to 280°C, the hardness 
decreased (95 HV), when compared with the hardness value of 
the alloy in the as-delivered condition (untreated: 110 HV). This is 
attributed to the effect of quenching, which prevents the refor-
mation of precipitates and therefore a softening of the alloy. The 
tempering effect (artificial ageing) of 6082 aluminium alloy shows 
an increase in hardness and mechanical strength, but a slight 
decrease in elongation with the decrease in tempering tempera-
ture. This phenomenon is due to structural hardening by precipita-
tion, which is the decomposition of a supersaturated solid solution 
(homogeneous phase having at least two constituents) into a 
mixture of two phases of different composition: intermetallic iron 

IMF and Mg2Si (16). From the above, it can be said that the opti-
mum tempering temperature is at 160°C, due to its best charac-
teristics given for the alloy; in other words, a fairly large hardness, 
resistance to rupture important and improved ductility, which is 
necessary for the operating conditions of materials in general.  

A comparison of the experimental and numerical curves 
shows that numerical results are consistent with the experimental 
results. They exhibit similar trends with an almost constant differ-
ence for all the tensile tests, as shown in Figs. 10–15.  

 

 
Fig. 10. Experimental and numerical curves of the evolution of stress–

strain as a function of the tempering temperature of the material 
in the delivery state T = 25°C 

 
Fig. 11. Experimental and numerical curves of the evolution of stress-

strain as a function of the tempering temperature (120°C) 

 
Fig. 12. Experimental and numerical curves of the evolution of stress–

strain as a function of the tempering temperature (160°C) 
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Fig. 13. Experimental and numerical curves of the evolution stress-strain 

as a function of the tempering temperature (200°C) 

 
Fig. 14. Experimental and numerical curves of the evolution stress-strain 

as a function of the tempering temperature (240°C) 

 
Fig. 15. Experimental and numerical curves of the evolution stress–strain 

as a function of the tempering temperature (280°C) 

To verify the accuracy of the numerical model, tensile tests 
were conducted using Abaqus at temperatures ranging from 
280°C, 240°C, 200°C, 160°C to 120°C. The experimental curves 
and the numerical load–displacement curves are presented in 
Figs. 10–15, where their shapes are fairly consistent, and the 
corresponding ultimate failure models are also reasonably well 
identified for the different temperatures. To illustrate, let us con-

sider the specimens treated at temperatures of 160°C and 280°C. 
The experimental results reveal average mechanical characteris-
tics, with the rupture stress recorded at 430.19 MPa and 237.96 
MPa, and the corresponding rupture strains at 10.58% and 
13.92%, respectively. On the contrary, in the numerical simulation, 
the rupture stress is estimated to be around 432.89 MPa and 
238.84 MPa, while the rupture strains are approximately 10.35% 
and 13.21%. This leads to small deviations, with errors of approx-
imately 0.62% and 0.37% for the stress values, and 2.17% and 
5.10% for the strain values. Furthermore, it is noteworthy that 
these errors remain within acceptable limits. The comparison 
between the experimental and simulated data shows a strong 
agreement, with discrepancies not exceeding 6% for all the cases 
studied. This outcome emphasises the reliability and accuracy of 
the simulation results. Similarly, the comparison for the remaining 
cases exhibits a consistent pattern. The error between the exper-
imental and simulation results for both stress and strain meas-
urements remains below 6%. This demonstrates a high level of 
agreement and confirms the fidelity of the simulation model. 
Overall, the analysis of the experimental and simulation data 
demonstrates that the numerical model accurately captures the 
mechanical behaviour of the specimens. The results consistently 
align with the experimental findings, confirming the validity and 
effectiveness of the simulation approach. Such close agreement 
between the two datasets provides confidence in the reliability of 
the numerical simulations and their ability to predict the mechani-
cal response of the specimens under different conditions and 
temperatures. 

Tab. 3 indicates the different results obtained experimentally 
and numerically of the tensile strength as a function of the temper-
ing temperature. 

Tab. 3. Different results experimentally and numerically  

             of the tensile strength 

 
 

 

Fig. 16. Experimental and numerical stress–strain curves from tensile 
tests 
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Fig. 16 groups together all the experimental and numerical 
stress–strain curves for all the tensile tests carried out. 

Tab. 4 indicates the different results obtained experimentally, 
numerically and error of the stress and strain as a function of the 
tempering temperature. The experimental values obtained repre-
sent the average of three tests recorded for each series of speci-

mens at different temperatures.  
The comprehensive examination of this table unmistakably re-

veals that the disparity between the experimental and simulation 
results, be it for stress or strain, is well within the acceptable 
range. 

   Tab. 4. Different results obtained experimentally, numerically and error of the stress and strain as a function of the tempering temperature 

6. CONCLUSION 

The aluminium alloy 6082 plays a crucial role in the industry, 
and its mechanical properties can be enhanced through suitable 
heat treatments to enable optimal usage conditions. This study 
has yielded the following conclusions: 

 Quenching the 6082 aluminium alloy resulted in a reduction in 
its hardness, with an average value of 103 HV after quench-
ing, compared with the initial hardness of the material before 
quenching, which was 118 HV. 

 Tempering above a certain temperature may decrease the 
hardness of the alloy less than the hardness as delivered, for 
example, tempering at 280°C reduced the average hardness 
to 95 HV.  

 A decrease in the tempering temperature results in an in-
crease in hardness. The tempering temperature 120°C is re-
quired to obtain high hardness 151 HV.  

 Heat treatments can modify the mechanical properties of 
aluminium alloy 6082 in various ways. 

 A decrease in the tempering temperature leads to an increase 
in mechanical strength and a slight decrease in elongation. 

 The tensile strength for the material is maximum at the tem-
pering temperature of 160°C (422 MPa) and minimum at tem-
pering temperature 280°C (214 MPa). 

 The experimental and simulation outcomes, whether it be for 
stress or strain, are comfortably within the acceptable range, 
with an error margin of no more than 6%. These results em-
phasize a significant alignment between the two sets of data 
and provide confirmation of the simulation’s precision. 
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Abstract: This study reports on the tribological behaviour of sliding surfaces having cross-shaped micro-dimples on a surface. One wall  
is smooth and moving at a constant speed against the other fixed wall with dimples. The laser machine helps to create the desired dimples 
on the surface of the fixed wall. For the purpose of generating hydrodynamic pressure and tribological behaviour, the effects  
of cross-shaped dimples and oriented cross-shaped dimples have been compared with circular-shaped dimples. Additionally, the impact  
of sliding speed, dimple area density and depth on tribological behaviour was examined. The findings show that compared  
with a circular-shaped dimple, an unconventional cross-shaped and orientated cross-shaped dimple generates a higher net hydrodynamic 
pressure in the fluid domain and offers superior stability between the sliding surfaces. It has been demonstrated that geometrical factors 
like dimple depth and area density as well as operational factors like sliding speed have a substantial impact on the hydrodynamic average 
pressure and tribological behaviour of sliding surfaces. The experimental findings indicate that, for the same geometric and operating  
parameters, cross- and orientated cross-shaped dimples have a 20%–25% lower friction coefficient between the sliding surfaces  
than circular dimples. The results of the experiment support those of the analysis and CFD. 

Key words: surface texturing, tribology, hydrodynamic lubrication, sliding surfaces, CFD, LST

1. INTRODUCTION 

Hydrodynamic lubrication between sliding surfaces in compo-
nents such as journal bearings and mechanical seals plays a 
significant role in improving the sliding surface tribological behav-
iour. Many studies have been conducted to improve the hydrostat-
ic and hydrodynamic load capacity of sliding surfaces. Research-
ers have discovered that coning, misalignment, waviness and 
hydropads produce positive pressure and increase the load ca-
pacity of sliding surfaces [1–6]. 

Laser texturing has grown as a proven method in mechanical 
components over the past two decades. When one of the sliding 
surfaces is texturised, there is a rise in hydrodynamic pressure 
and load-carrying capacity, as well as a reduction in generated 
friction and wear. Many locales are now using surface texturing to 
get tribological benefits. Surface texturing techniques such as shot 
blasting [7], laser texturing [8, 9], reactive ion etching [10] and 
micro-electrolytic etching [11] are now widely available. When 
compared with other technologies, laser texturing provides unpar-
alleled control of the surface microstructure while having a low 
environmental impact. 

When the upper surface slides, the fluid is pushed forward by 
the relative motion of the sliding surfaces. When the fluid enters 
the dimple as it flows forward, the pressure reduces owing to 
diverging action, and as it moves out of the dimple, the pressure 
rises due to converging action. This difference in pressure drop 
and pressure rise results in net positive pressure creation, which 
enhances the load-carrying capacity between the sliding surfaces. 

Etsion and Burstein [12] introduced a mechanical seal model 

with a hemispherical regular micro-surface on one of the mating 
seal faces, resulting in improved seal performance in terms of 
lower friction. According to Etsion et al. [13, 14], optimal pore 
depth over pore diameter maximises fluid film stiffness in laser 
textured surfaces. So far, the investigation has primarily concen-
trated on circular micro dimples [12–16] because of their ease of 
fabrication. Some researchers concentrated on conventionally 
shaped micro dimples such as square, triangle and ellipse [17–
20], while others [18, 19] discovered that an elliptical dimple 
placed perpendicular to the direction of sliding produced the best 
load-carrying capacity results. Qui et al. [21] optimised the texture 
geometry and density of six different dimple shapes for maximum 
load-carrying capacity in the case of gas-lubricated parallel sliding 
bearings, concluding that the ellipsoidal dimple shape results in 
the highest load-carrying capacity and discovering that optimal 
geometry and density are almost independent of operating condi-
tions. Following that, Qui et al. [22] adjusted the texture geometry 
and density of six alternative dimple shapes in terms of least 
friction coefficient and maximum bearing stiffness, reporting that 
the ellipsoidal shape yielded the lowest friction coefficient and the 
highest bearing stiffness. According to Raeymaekers et al. [23] 
and Yan et al. [11], dimple area density is also an important char-
acteristic that influences the tribological behaviour of sliding sur-
faces. 

Researchers [24–27] are now using commercial CFD pro-
grammes like FLUENT to compute the pressure and velocity 
distribution characteristics of lubricant flow between textured 
sliding surfaces. Recently, Liu et al. [26] used numerical simula-
tion to study the geometry and operating parameters of spherical 
micro dimples on the tribological performance of textured surfaces 

https://orcid.org/0000-0002-7734-3402
https://orcid.org/0000-0002-1792-7051


Hardik Gangadia, Saurin Sheth           DOI 10.2478/ama-2024-0043 
Tribological Behaviour of Cross-Shaped Dimples on Sliding Surfaces Under Hydrody-Namic Lubrication 

394 

and recommended a dimple area density of 25%–35% in practical 
applications. Wei et al. [27] conducted a numerical analysis to 
determine the effect of geometric features on pressure build-up for 
various dimple shapes. This article also presented a new parame-
ter called dimple surface angle, and it was discovered that the 
most significant changes occur when the dimple surface angle is 

<30. Much study has been done to date to investigate the load-
carrying capacity of one standard dimple shape (i.e. round, 
square, triangle, spherical, etc.) rather than the tribological char-
acteristics of unconventional-shaped texturing. Non-traditional 
dimple shapes, on the contrary, have more potential for conver-
gence and thus better tribological benefits than standard dimple 
shapes, which cannot be ignored. Gangadia and Sheth [28, 29] 
studied the effect of bowtie and star dimple shapes on circular 
dimple shapes to generate hydrodynamic pressure between two 
parallel sliding surfaces and found that when the sliding speed, 
area density and dimple depth are all the same, the oriented 
bowtie-shaped dimple produces the most hydrodynamic pressure.  

In this study, an analytical model is developed to estimate the 
hydrodynamic pressure generation for the application of laser 
textured mechanical seals, followed by CFD analysis, to explore 
the effect of straight and orientated cross-shaped dimples over 
circular-shaped dimples. The experimental results matched well 
with the analytical method and CFD results. Coefficient of friction 
was examined for the parametric analysis to study the effect of 
different geometric characteristics such as dimple depth and 
dimple area density on hydrodynamic pressure. Operating param-
eters such as sliding speed are also covered. 

2. ANALYTICAL MODEL 

The geometrical model of laser textured mechanical seal is 
presented in Fig. 1. Inner and outer radii of the seal ring are ri and 
ro, respectively, and the values for the same has been taken as 
0.0181 m and 0.0235 m, respectively. Each dimple is modelled by 
radius rd and depth HD. Laser textured dimples are distributed 
uniformly on one of the faces of seal. Each dimple is modelled at 
the centre of the imaginary square cell with length of 2r1 as shown 
in Fig. 1(c). Length of the imaginary square cell with relation to 
circular dimple area density Sp is as follows: 

2𝑟1 = √
𝜋

𝑆𝑑
× 𝑟𝑑             (1) 

 
Fig. 1. (a) Geometric model of laser textured mechanical seal (b) Dimple 

column (c) Dimple cell (d) Cross-section of the textured seal 

Fig. 1(d) shows the cross-section of the textured seal. One of 
the two surfaces of the seal is provided with a micro-texture and 
the other surface is flat. The flat surface moves with relative veloc-
ity U to the textured surface. The minimum distance between the 
bearing surfaces is indicated by c and the local distance is indi-
cated by h(x, z), where x and z are Cartesian coordinates as 
shown in the Fig 1. It is assumed that seal faces are separated by 
incompressible viscous fluid. 

The generalised Reynolds’s equation for mechanical seal is 
expressed as: 

𝜕

𝜕𝑥
(ℎ3

𝜕𝑝

𝜕𝑥
) +

𝜕

𝜕𝑧
(ℎ3

𝜕𝑝

𝜕𝑧
) = 6µ𝑈

𝜕ℎ

𝜕𝑥
           (2) 

Modified Reynold’s equation in order to deal with cavitation is: 

𝜕

𝜕𝑥
(𝐾𝛽ℎ3

𝜕𝜉

𝜕𝑥
) +

𝜕

𝜕𝑧
(𝐾𝛽ℎ3

𝜕𝜉

𝜕𝑧
) = 6µ𝑈

𝜕(𝜉ℎ)

𝜕𝑥
           (3) 

Dimensionless Reynold’s equation is as follows: 

𝜕

𝜕𝑋
(𝐾𝐻3

𝜕𝜉

𝜕𝑋
) +

𝜕

𝜕𝑍
(𝐾𝐻3

𝜕𝜉

𝜕𝑍
) = ᴧ 

𝜕𝜉𝐻

𝜕𝑋
            (4) 

Only one radial column of dimples is taken for consideration 
as it is assumed that micro-dimples are evenly distributed. 
Boundary condition for one radial column is as shown in Fig. 1(b):  

𝑝(𝑥,  𝑧 = 𝑟𝑖) = 𝑝𝑖𝑛 

𝑝(𝑥,  𝑧 = 𝑟𝑜) = 𝑝out            (5) 

In this analysis the pressure distribution is assumed to be pe-
riodic in the direction of the circumference with the same period as 
the length of the imaginary square cell. Therefore, in the direction 
of the circumference, the periodic condition of the pressure is 
applied as: 

𝑝(𝑥 = −𝑟1,  𝑧) = 𝑝(𝑥 = 𝑟1,  𝑧)           (6) 

Boundary conditions in dimensionless form are given as fol-
lows: 

𝑃 (𝑋,  𝑍 =
𝑟𝑖
𝑟𝑑
) =

𝑝𝑖𝑛
𝑝𝑎

 

𝑃 (𝑋,  𝑍 =
𝑟𝑜
𝑟𝑑
) =

𝑝𝑜𝑢𝑡
𝑝𝑎

 

𝑃 (𝑋 = −
𝑟1

𝑟𝑑
,  𝑌) = 𝑃 (𝑋 =

𝑟1

𝑟𝑑
,  𝑌)           (7) 

Circular, cross and oriented cross-shaped dimples are con-
sidered in this study, which can be fabricated using LST. All dim-
ples have flat bottoms and flat boundary walls and are symmetric 
to the XZ plane. Dimple-shaped geometry, the equivalent dimen-
sion of dimple with respect to area of circular dimple, cell size and 
dimensionless local spacing H(X,Y) between the textured and flat 
surface within one unit cell for cross shape dimple are described 
in Tab. 1. 

Equation 3 can be solved for the pressure distribution in the 
seal clearance by a finite difference method with a relaxation 
factor of 1.4. Uniform Cartesian grid of 100 × 100 nodes is select-
ed based on convergence and accuracy. The opening force to 
prevent contact between seal faces can be obtained by integrating 
the pressure over the seal area. SAE 30 oil was used in analysis 
and experimental work, which has dynamic viscosity of 0.29 

kg/m/s at 20C and density of 875 kg/m3. 
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Tab. 1. Details of all dimple-shaped geometries 

Shape 
Equivalent 
dimensions 

Cell size Conditions for film thickness H(X,Y) 

 
Circular 

𝑟𝑑 = √
𝐴𝑐𝑖𝑟𝑐𝑙𝑒
𝑆𝑑

 
2𝑟1 = √

𝜋

𝑆𝑑
× 𝑟𝑑 

 

{
1 +

ɛ

𝛿
              𝑖𝑓 𝑋2 + 𝑌2 ≤ 1                

1                        𝑖𝑓 𝑋2 + 𝑌2 > 1
 

 
Cross 

𝐵 = √
𝜋

5
× 𝑟𝑑 

And 

𝐴 = 3𝐵 

2𝑟1 = √
5𝐵2

𝑆𝑑
 

{
 
 

 
  1 +

𝜀

𝛿
         𝑖𝑓 |𝑋| ≤

1

√10
 𝐴𝑁𝐷 |𝑌| ≤

3

√10
 

                     𝑜𝑟 |𝑌| ≤
1

√10
 𝐴𝑁𝐷 |𝑋| ≤

3

√10
 

1                                                            𝑒𝑙𝑠𝑒

 

 

3. CFD MODEL 

CFD analysis has been done to reconfirm the results obtained 
from the analytical model prior to the experimental work. Fig. 1 (d) 
is reconstructed and shown as Fig. 2, which represents the geo-
metric parameters of the CFD model. The length of the domain is 
denoted by 2r1 and it will remain constant for all the analyses. The 
quantity c is the fluid film thickness which is set in advance and 
quantity HD is the depth of the dimple. 

 
Fig. 2. Geometric parameters and boundary conditions of model 

The fluid domain’s boundary conditions are likewise depicted 
in the same Fig. 1(d). At both the upper and lower walls, fluid has 
no slip condition. A periodic boundary condition confines the edg-
es in the x-direction. The bottom wall is stationary, while the upper 
wall with an untextured surface slides in the x-direction with con-
stant velocity U. Fig. 3 depicts the design and modelling of circu-
lar, cross and oriented cross surface texturing shapes for hydro-
dynamic analysis. 

 
Fig. 3. Designs of dimple shapes 

The lubricant is considered to be an incompressible Newtoni-
an fluid with constant viscosity and density and no body force 
when filled between sliding pairs. The flow is described as laminar 
and isothermal. It is also believed that the effect of fluid pressure 
on the formation of a solid structure is insignificant. The flow of 
lubricant is governed by Navier–Stokes (momentum) equations 
and the continuity equation, which can be expressed as: 

ρ(v.∇)v=-∇p+∇.(μ∇v)             (8) 

∇.v=0               (9) 

The pressure distribution of lubricant between sliding pairs 
was estimated using the commercial CFD software FLUENT. The 
process for improving performance in creating hydrodynamic 
pressure in textured sliding surfaces is assumed to be connected 
to cavitation generation inside the dimples. In this case, the lubri-
cant pressure may fall below the gas saturation pressure at the 
diverging zone, resulting in cavitation. The Rayleigh–Plesset multi-
phase cavitation model [30], which has been successfully evaluat-
ed in references [31, 32], is employed. This is a multi-phase model 
in which lubricant vapour is created when the pressure drops 
below saturation. The results are obtained in dimensional form but 
given in nondimensional form to allow for easy comparison of 
different outcomes. 

4. EXPERIMENTAL SET-UP 

All of the experiments were carried out on a pin on disc wear 
testing machine, as indicated schematically in Fig. 4.  

 
Fig. 4. Experimental set-up and specimen preparation (a) Schematic 

diagram of pin on disc testing (b) Microdimpled pin (c) Micrograph 

The lower disc is fixed and can be rotated at any speed be-
tween 100 rpm and 2,000 rpm using a motor. The EN31 disc 
measures 165 mm in diameter and 8 mm in thickness. The tex-
tured pin is attached to a metallic holder that allows for vertical 
loading and self-alignment. SAE 30 oil is used as lubricating fluid. 
The mechanical assembly, base plate, guide base, AC motor, AC 
drive, spindle assembly, loading arrangement with pulley and 1:1 
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leverage ratio, loading pan with dead weights, wear disc holder, 
scale to set the track radius, LVDT for displacement and load cell 
for frictional force are the main components of the pin-on-disc 
wear testing apparatus. Sliding takes place between a rotating 
disc and a fixed pin. To fit the test conditions, the normal load and 
rotating speed can be changed. With the use of electronic sen-
sors, frictional force and wear (displacement) are measured and 
recorded into a PC using Mag-view 2015 software. Software on 
the computer directly displays the value of the friction coefficient, 
which was calculated based on the magnitude of the frictional 
force. The sensor is affixed to the textured pin, which can meas-
ure the coefficient of friction. Data from sensors are acquired on a 
computer using an acquisition system. 

4.1. Specimen preparation 

The cylindrical textured pin measures 10 mm  30 mm and 
78.5 mm2 in contact area with the disc. Cylindrical textured pins 
are made of EN31 steel with hardness of 45–50 HRC. Each pin 
was then polished and optically flattened before being examined 
for flatness with a monochromatic check light. A laser marking 
machine is used to texture the pins. A dimple drawing that meets 
the necessary dimensions is created and imported into the laser 
marking machine. The loop count is adjusted in accordance with 
the required depth, speed is set to 150 mm/s, power is set to 
100% and frequency is set to 20 KHz. As illustrated in Fig. 4(b), 
micro-dimples are distributed evenly across the pin. Each trial 
began with the pins being cleaned with a cleaner and the weight 
of each pin being measured with a digital electronic weighing 
machine. 

4.2. Test procedure 

For the test first the textured pin was installed with a metallic 
holder and the flow of lubricant was started. Track radius is kept 
at 40 mm. After reaching a certain level of lubricant, the motor is 
started. The force sensor measures the friction force between the 
two samples by means of a piezoelectric (load cell) sensor as an 
acquisition mechanism. By dividing the normal force by the fric-
tion force produced in direct contact between the two surfaces as 
determined by a data collecting device, one can get the friction 
coefficient. Then the values of coefficient of friction were recorded 
for different speeds and loading conditions. When the test is over, 
the textured pin is replaced by a new one. 

5. RESULTS AND DISCUSSION 

More hydrodynamic pressure between the sliding surfaces 
results in a larger separation being maintained between them, 
which reduces friction. Greater tribological advantage and less 
friction are associated with increased hydrodynamic pressure. 
While the results of the experiments will be converted directly into 
a friction coefficient, the simulations will yield pressure as their 
output.  

5.1. Effect of dimple shape 

Fig. 5 illustrates the pressure distributions for a circular dim-

ple, a cross dimple and a cross dimple positioned at 45. All vari-

ables, such as sliding speed (U) = 6 m/s, dimple depth (hp) = 15 
m, dimple area density = 30% and fluid film thickness (c) = 2 µm, 
are held constant during the simulation for each shape to enable 
simple comparison. Fig. 5 shows that when the fluid flows along 
the x-axis and enters the dimple, the pressure drops owing to 
divergence initially. As the fluid travels forward, the pressure 
builds up due to the dimple’s convergence, and this generated 
pressure is greater than the pressure decrease during diver-
gence, resulting in a net positive pressure. Because all other 
geometric and operational parameters remain constant, the varia-
tion in net pressure is related solely to differences in dimple geo-
metric shapes. However, geometric parameters such as dimple 
depth and area density, as well as operational parameters such 
as sliding speed, have a considerable role in the formation of 
hydrodynamic pressure. 

 
Fig. 5. Pressure distribution in the fluid domain for different shapes 
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Fig. 6. Comparison of dimensionless average pressure 

Fig. 6 compares dimensionless average pressures for the 
dimple shapes discussed in this paper. The graphic clearly shows 
a significant correlation between the results of the analytical in-
vestigation and the CFD study. Because of the significant conver-
gence around the dimple’s periphery, the cross-shaped dimple 
generates approximately 10% more hydrodynamic pressure than 
the circular-shaped dimple for the values of geometric and operat-
ing parameters mentioned above. In the case of an orientated 
cross-shaped dimple, pressure build-up is also high.  

5.2. Effect of dimple depth 

Fig. 7 depicts pressure distributions for minimum and maxi-
mum depth for cross dimples and oriented cross dimples. To 
conveniently capture the hydrodynamic effect of depth for cross 
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and oriented cross dimples, all other variables are maintained 
identical. Fig. 7 clearly shows that as dimple depth increases, the 
convergence becomes more concentrated in the case of both 
cross and orientated cross-shaped dimples. 

 
Fig. 7. Pressure distribution in the fluid domain for different depths 

 
Fig. 8. Dimensionless pressure as a function of dimple depth 

Fig. 8 shows the dimensionless pressure as a function of 
dimple depth for two different loading conditions and dimple 
forms. In the case of circular dimples, the dimensionless pressure 
increases as the dimple depth grows. One way to think about it is 
that when the dimple depth increases, more lubricant gets 
trapped, which lubricates the sliding surfaces even more. Con-
versely, when the dimple depth increases, the lubricant under-
goes a greater shear force, leading to the formation of micro-
vortices. By narrowing the gap between the sliding surfaces and 
raising friction, these vortices may cause the lubricant to be 
sucked inward. In the case of cross and oriented cross dimples, 
dimensionless pressure increases as dimple depth grows from 10 
µm to 20 µm and then drops as dimple depth climbs further. It is 
also discovered that cross dimples generate more pressure than 
circular dimples in the 15–20 µm dimple depth range. It is clear 
that dimple depth has an effect on the generation of hydrodynam-

ic pressure. 
To understand the effects of dimple depth on tribological 

performance, the pressure distribution of the lubricant is ana-
lysed. Figs. 9–11 depict the pressure distribution of various dim-
ple shapes along the x-direction at various depths, while Figs. 
12–14 depict the pressure distribution of various dimple shapes 
along the y-direction at various depths. As the liquid enters the 
dimple, the pressure decreases and rises owing to convergence 
going in the x-direction. 

 
Fig. 9. Effect of dimple depth on pressure distribution along x-direction 

(for circular dimple) 

The maximum magnitude of positive pressure is probably 
larger than the maximum magnitude of negative pressure. As a 
result of the net pressure rises, load-carrying capacity increases 
and friction reduces. The sliding surface’s stability is dependent 
on how evenly the pressure is distributed. The stability of the 
sliding surface and the homogeneity of the pressure distribution 
increase with decreasing negative and positive pressure differen-
tial. Figs. 9–11 show that as the dimple depth increases, the 
difference between negative and positive pressure in the x-
direction reduces and stability increases. It can also be seen that 
the pressure distribution in the x-direction is smoother in the case 
of oriented cross-shaped dimples, resulting in improved stability 
between the sliding surfaces. When discussing pressure distribu-
tion in the Y-direction, it can be seen in Figs. 12–14 that for each 
depth considered, approximate straight line of pressure distribu-
tion is observed in the case of cross-shaped dimples and two 
peaks of same level are seen in pressure distribution lines in the 
case of oriented cross-shaped dimples, and thus cross-shaped 
dimples and oriented cross-shaped dimples offer better stability 
than circular-shaped dimples between the sliding surfaces. 

 
Fig. 10. Effect of dimple depth on pressure distribution along x-direction 

(for cross dimple) 
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Fig. 11. Effect of dimple depth on pressure distribution along x-direction 

(for oriented cross dimple) 

 
Fig. 12. Effect of dimple depth on pressure distribution along y-direction 

(for circular dimple) 

 
Fig. 13. Effect of dimple depth on pressure distribution along y-direction 

(for cross dimple) 

 
Fig. 14. Effect of dimple depth on pressure distribution along y-direction 

(for oriented cross dimple) 

5.3. Effect of dimple area density 

 
Fig. 15. Pressure distribution in the fluid domain for different dimple area 

density 

Fig. 15 shows pressure distributions for minimum and max-
imum dimple area density for cross dimple and oriented cross 
dimple. To conveniently capture the hydrodynamic effect of dim-
ple area density for cross and oriented cross dimples, all other 
variables are held constant. The graphic clearly shows that when 
dimple area density increases, the amount of generating pressure 
decreases due to weaker convergence. 

 
Fig. 16. Dimensionless pressure as a function of dimple area density 

Fig. 16 depicts dimensionless pressure as a function of 
dimple area density for several dimple shapes under two different 
loading conditions. When the dimple area density is increased 
from 10% to 40%, the pressure declines steadily. Increasing the 
dimple area density could have a negative effect on the genera-
tion of hydrodynamic pressure. The shape of the dimple resem-
bles a plane plate where micro hydrodynamic pressure is less 
likely to be generated when the dimple size is raised while the cell 
size stays constant. For a dimple area density of 10%, the pres-
sure generated by a cross dimple is greater than the pressure 
generated by a circular dimple. The pressure generated by 20% 
and 30% dimple area density is greater than the pressure gener-
ated by circular dimple in both cross-shaped dimple and oriented 
cross-shaped dimple. When the dimple area density is increased 
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to 40%, circular dimples provide maximum pressure for both 10N 
and 30N loading conditions. It is obvious from this that modifying 
the dimple area density has a direct effect on the creation of 
hydrodynamic pressure. 

 
Fig. 17. Effect of dimple area density on pressure distribution along  

x-direction (for circular dimple) 

 
Fig. 18. Effect of dimple area density on pressure distribution along  

x-direction (for cross dimple) 

 
Fig. 19. Effect of dimple area density on pressure distribution along  

x-direction (for oriented cross dimple) 

The lubricant’s pressure distribution is studied in order to in-
vestigate the effects of dimple area density on tribological perfor-
mance. Figs. 17–19 depict the pressure distribution of various 
dimple forms along the x-direction at various dimple area densi-
ties, while Figs. 20–22 depict the pressure distribution of various 
dimple shapes along the y-direction at various dimple area densi-
ties. As previously stated, as the liquid enters the dimple, the 

pressure decreases and the pressure rises owing to convergence 
going in the x-direction. 

 
Fig. 20. Effect of dimple area density on pressure distribution along  

y-direction (for circular dimple) 

 
Fig. 21. Effect of dimple area density on pressure distribution along  

y-direction (for cross dimple) 

 
Fig. 22. Effect of dimple area density on pressure distribution along  

y-direction (for oriented cross dimple) 

The increase in net pressure can also be noticed here since 
the maximum magnitude of positive pressure is greater than the 
maximum magnitude of negative pressure. As a result, there is a 
tribological advantage between the sliding surfaces. Figs. 17–19 
show that as dimple area density grows, so does the difference 
between negative and positive pressure in the x-direction. There 
is uniformity in the behaviour of circular dimples and cross-
shaped dimples. However, when we talk about oriented cross 
dimples, the pressure distribution is more smooth and stable. 
When we look at the pressure distribution in the Y-direction, we 
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can see that as the dimple area density grows from 10% to 40%, 
there is a little decrease in pressure for each form of dimple. The 
pressure distribution is more stable in the case of cross-shaped 
dimples than in the case of circular-shaped dimples and oriented 
cross dimples. Comparing Figs. 20 and 21, it is evident that the 
cross-shaped dimple improves the stability between the sliding 
surfaces by providing a more uniform pressure distribution at the 
centre than the circular dimple does. Over all the other scenarios 
evaluated, a cross-shaped dimple with 40% density provides the 
most stability. 

5.4. Effect of speed 

It has been demonstrated numerous times that the hydrody-
namic pressure between sliding surfaces increases with increas-
ing speed. However, if one of the sliding surfaces is textured, the 
hydrodynamic effects of speed on dimples of various shapes may 
differ. Fig. 23 illustrates the dimensionless pressure as a function 
of sliding speed for three different dimple shapes. Fig. 23 clearly 
shows that under both loading situations, there is little variation in 
the generated hydrodynamic pressure for all dimple forms ana-
lysed at a speed of 3 m/s, but this disparity grows as the speed 
increases. 

 
Fig. 23. Dimensionless pressure as a function of sliding speeds 

Cross dimples and oriented cross dimples generate higher 
hydrodynamic pressure than circular dimples at 6 m/s, but the 
difference grows significantly larger at 9 m/s. The pressure creat-
ed in the cross dimple is approximately 100% larger than the 
pressure generated in the circular dimple at a sliding speed of 9 
m/s. Thus, using cross dimples as texturing rather than traditional 
circular dimples leads to a significant boost in hydrodynamic 
pressure generation and thus tribological benefits. 

6. EXPERIMENTAL RESULTS 

Fig. 24 represents the variation of the friction coefficient 
throughout several testing for circular, cross and orientated cross-
shaped dimples. For each dimple shape, the dimple depth is set to 
30 µm, the dimple area density is set to 40% and the RPM of the 
disc is set to 6 m/s sliding speed. The graph shows that the friction 

coefficient for cross-shaped dimples and oriented cross-shaped 
dimples is substantially lower than the friction coefficient for circu-
lar-shaped dimples. As a result, cross-shaped and oriented cross-
shaped dimples give better tribological advantages in sliding 
textured surfaces than traditional circular-shaped dimples. 

Figs. 25–27 show the influence of dimple depth and density on 
average friction coefficient under uniform loading conditions for 
various dimple forms. Dimple depth is assumed to be 10 µm and 
30 µm, and dimple area density is assumed to be 10% and 40%. 
As a result, four findings for three distinct speeds for each dimple 
shape are compared. As it can be seen, when rotational speed 
increases, the average friction coefficient drops. The lubricant film 
is created as a result of the rough surface, and film formation is 
easier at greater rotational speeds. The effect of dimple depth and 
dimple area density on tribological performance, on the other 
hand, appears to be significant. 

 
Fig. 24. Variation of friction coefficient during different tests for different 

dimple shapes 

 
Fig. 25. Friction coefficient as a function of sliding velocity for circular 

shaped dimple 

Maximum friction coefficient is found for a combination of 10 
µm dimple depth and 40% dimple area density at each speed and 
for each shaped dimple, and minimum friction coefficient is found 
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for a combination of 10 µm dimple depth and 10% dimple area 
density. Cross-shaped dimples have the lowest friction coefficient 
of all the shapes studied, with a velocity of 9 m/s for a combination 
of 10 µm dimple depth and 10% dimple area density. These ex-
perimental findings indicate a strong connection with the CFD and 
numerical model results. 

 
Fig. 26. Friction coefficient as a function of sliding velocity  

for cross-shaped dimple 

 
Fig. 27. Friction coefficient as a function of sliding velocity for oriented 

cross-shaped dimple 

7. CONCLUSIONS 

Using CFD and numerical models, it was found how cross and 
oriented cross dimple shapes affected the generation of hydrody-
namic pressure between two parallel sliding surfaces. The tribo-
logical performance of textured samples with various types of 
dimples was then evaluated using pin on disc testing. The out-
comes are listed below. 
1. The cross-shaped dimple provides the most hydrodynamic 

pressure of the three dimple types when the dimple depth, 
dimple area density and sliding speed are all identical. 

2. Dimple depth and area density have an effect on tribological 
behaviour and hydrodynamic pressure generation. Cross-
shaped dimples and orientated cross-shaped dimples produce 
hydrodynamic pressure more effectively than circular dimples 

for each dimple depth and dimple area density considered in 
the analysis. 

3. The generated hydrodynamic pressure for all of the analysed 
dimple forms is about the same for all loading conditions at a 
speed of 3 m/s, but the discrepancies become more obvious 
as the speed increases. Cross-shaped dimples and oriented 
cross-shaped dimples produce greater hydrodynamic pres-
sure than circular dimples at 6 m/s, but the difference be-
comes substantial at 9 m/s. 

4. Cross-shaped dimples and oriented cross-shaped dimples 
provide more stability as pressure is distributed more evenly 
both in the x-direction and y-direction in the case of cross-
shaped dimples and oriented cross-shaped dimples than it is 
in the case of circular-shaped dimples. 

5. The shape of the dimple also has an effect on the friction 
coefficient. The test results accord well with those from the 
numerical and CFD models. The experimental findings indi-
cate that, for the same geometric and operating parameters, 
cross- and orientated cross-shaped dimples have a 20%–25% 
lower friction coefficient between the sliding surfaces than cir-
cular dimples. The density and depth of dimples appear to 
have a substantial impact on tribological performance. 

6. When used to obtain a tribological advantage on sliding sur-
faces under a variety of test load, dimple depth, dimple area 
density and rotational speed conditions, unconventional (cross 
or orientated cross)-shaped texturing outperforms traditional 
circular texturing. 
It should be mentioned that there can be slight variations in the 

outcomes if the surface-to-surface contact is significant. To 
achieve the best response, surface textures’ shape, orientation 
and geometric parameters can be optimised for particular applica-
tions and mechanical components.  
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Abstract: In the present paper, the influence of liquid flow above the needle on a periodic or chaotic nature of the bubble departures  
process was numerically investigated. During the numerical simulations bubbles departing from the needle was considered.  
The perturbations of liquid flow were simulated based on the results of experimental investigations described in the paper [1].  
The numerical model contains a bubble growth process and a liquid penetration into a needle process. In order to identify the influence  
of liquid flow above the needle on a periodic or chaotic nature of bubble departures process, the methods data analysis: wavelet  
decomposition and FFT were used. It can be inferred that the bubble departure process can be regulated by altering the hydrodynamic 
conditions above the needle, as variations in the liquid velocity in this area affect the gas supply system's conditions. Moreover, the results 
of numerical investigations were compared with the results of experimental investigation which are described in the paper [2].  
It can be considered that, described in this paper, the numerical model can be used to study the interaction between the bubbles  
and the needle system for supplying gas during the bubble departures from two needles, because the interaction between the bubbles 
is related to disturbances in the liquid flow above the needle. 

 Keywords: bubble, liquid penetration into the needle, bubbles interaction

1. INTRODUCTION 

The gas bubble flow and gas bubble formation process in liq-
uids are found in: oceans, chemical processes, pharmaceutical 
industries or industrial equipment [3]. In medicine, ultrafine gas 
bubbles are used to transport medications [4]. The studies on 
bubble departure and interactions between bubbles serve as a 
preliminary exploration into the greenhouse effect caused by 
methane bubbles escaping in the oceans [5,6]. The gas bubble 
flow is investigated during the exploitation of the hydrocarbon 
deposits, too [7]. Moreover, the knowledge of bubble flow and 
bubble departure process is very important during the aeration or 
saturation process which helps e.g. in purifying the surface water 
or municipal sewage [8]. Regulating the bubble departure process 
can enhance mass transfer in the bubble column. [9,10,11]. The 
investigations of interaction between bubbles is treated as an 
introduction to investigations of the bubble formation process 
during boiling [12,13,14]. 

There are papers, in which researchers describe their results 
of investigations of single, double or multi bubble departures. In 
these investigations bubbles are generated from single [15-20] 
and twin or more needles or orifices [23-30].  

The bubble departure time can be split into bubble growth 
time and bubble waiting time [15-19]. At relatively low gas flow 
rates, the liquid penetrates the needle or orifice during the bubble 
waiting time. The liquid penetration into the needle or orifice is 
connected with a decrease in gas pressure occurrences in the 
system for supplying gas [15-19] and it is modified by liquid pres-
sure changes above the needle caused by perturbations in liquid 
flow in the needle neighbourhood [2]. In other papers [19-21], the 
chaotic nature of bubble departures process, phenomena which 

influence chaotic bubble departures or bubbles trajectories were 
investigated. In the paper [20] it was demonstrated that the chaot-
ic nature of bubble trajectories is due to the shape of the departing 
bubbles and the liquid flow induced by the moving bubbles within 
the bubble column. In papers we can find that two groups of phe-
nomena are responsible for the chaotic nature of bubble behav-
iours: the first group is connected with the bubble interface oscilla-
tions, liquid flow around the needle or orifice and the second 
group is connected with the processes which appear in the gas 
supply system of the needle [16,21,22].  

The process of bubble departures from due or more needles 
or orifices was investigated in papers [23-31]. In papers [23,24] it 
was shown that interactions between bubbles, departed from twin 
needles can lead to synchronous or alternative bubble departures, 
bubble coalescence or bubble bouncing. The bubble coalescence 
or bubble bouncing depend on the bubble Reynolds numbers. The 
impact of the distance between needles on bubble interactions in 
selected kinds of liquids (with different physical and chemical 
properties) was investigated in paper [25]. In the paper [2] the 
interaction between bubbles or bubbles and the system for sup-
plying gas was investigated based on the process of liquid pene-
tration into the needle. It has been demonstrated that hydrody-
namic interactions can result in periodic, chaotic or multi-period 
changes of liquid movement inside the needle gas supply system. 
Those changes influence the nature of the bubble departures 
process [2]. In the paper [25] the regimes of alternative bubble 
departures (ABD coefficient) in different kinds of liquids are pro-
posed. The coefficient ABD comprises the distance between 
needles, air volume flow rate, liquid properties, and the frequency 
of bubble departures. The regimes of synchronous bubble depar-
tures from twin orifices are investigated in the paper [26]. Fur-

https://orcid.org/0000-0001-9200-8760


Paweł Dzienis                                                                                                                                                                                                         DOI 10.2478/ama-2024-0044 
Modelling of an Influence of Liquid Velocity Above the Needle on the Bubble Departures Process 

404 

thermore, the ABD coefficient was examined for orifices in this 
study [26]. Additionally, research on bubble interactions was 
conducted in papers [26-29]. In another study [20], bubbles were 
generated in water and an aqueous glycerine solution, revealing 
that such interactions alter bubble trajectories. The study conclud-
ed that bubble interactions and coalescence depend on gas flow 
rates, tube spacing, and liquid properties. The interaction of a 
bubble pair in viscoelastic shear-thinning fluids was experimental-
ly investigated in paper [33]. It was suggested the elasticity and 
deformability are responsible for interaction between the bubble 
pair like in non-Newtonian fluids.  

The numerical models of bubble departures (for example, 
proposed in the papers [31,32]) are very sensitive to changes in 
boundary conditions and modifications to systems of differential 
equations. Consequently, modelling the interaction between bub-
bles departed from twin needles or the influence of bubble depar-
ture from one needle on the process of bubbles departing from 
neighbouring needles is very difficult or impossible. Based on 
results of experimental investigation of liquid changes caused by 
departed bubbles (presented in the paper [1]), in present paper 
the modelling of the perturbations of bubble departures process 
caused by liquid flow above the needle is proposed. Proposed 
model can be used to investigate bubble and gas supply system 
interaction. The results of numerical investigation are consistent 
with the results of experimental investigation described in paper 
[2], where the perturbations of liquid flow above the needle are 
caused by growing and moving bubbles. 

In the present paper the influence of liquid flow above the 
needle (according to the modifications caused by departed and 
moving bubbles) on the bubble departure process was numerical-
ly investigated. For modelling the interaction the model of the 
bubble growth and liquid movement inside the needle, which has 
been proposed in paper [32] was used. The model was modified 
so that it was possible to change the liquid inflow frequency and 
speed of liquid flow above the needle from which the bubbles are 
generated. In order to identify the influence of liquid flow above 
the needle on the bubble departure process, the wavelet decom-
position and FFT methods were used. To investigate how liquid 
flow interactions affect disturbances in the gas supply system, 
manifesting as fluctuations in the depth of liquid penetration into 
the needle, 3D attractors were reconstructed. The study demon-
strated that regulating the bubble departure process can be 
achieved by adjusting the hydrodynamic conditions above the 
needle. This is because variations in liquid velocity above the 
needle directly impact the conditions within the gas supply sys-
tem. Described in this paper, the numerical model can be used to 
study the interaction between the bubbles and the needle gas 
supply systems during the bubble departures from two needles, 
because the interaction between the bubbles is related to disturb-
ances in the liquid flow above the needle.  

The structure of the paper is as follows. The numerical model 
is described in Chapter 2. Results of the numerical data analysis 
are shown in Chapter 3 -“Results of numerical investigations”. A 
summary of the obtained results is shown in the “Conclusion” 
section.  

2. DESCRIPTION OF NUMERICAL MODEL 

For modelling the influence of liquid flow perturbations above 
the needle on the nature of the bubble departure process, the 
model of the bubble growth and liquid movement inside the nee-

dle was used. The model was proposed in papers [29,30], but it 
was modified so that it was possible to change the liquid inflow 
frequency and speed of liquid flow above the needle from which 
the bubbles are generated. These liquid flow perturbations corre-
spond to the hydrodynamic interaction between the bubbles and 
the needle’s gas supply systems. In the considered numerical 
model, attempts were made to maintain the same hydrodynamic 
conditions as in the experimental studies presented in paper [2]. 
The model was prepared in the SciLab environment, in which the 
equations described below were solved using the function ODE. 
The schema of bubble growth and liquid movement into the nee-
dle model is shown in Fig.1.  

 
Fig. 1. The schema of bubble growth and liquid movement into the nee-

dle model 

During the bubble growing stage an isothermal process was 
considered while the bubble growth was described by the Ray-
leigh–Plesset equation [30]: 

𝑟𝑏 (
𝑑2𝑟𝑏

𝑑𝑡2 ) −
3

2
(

𝑑𝑟𝑏

𝑑𝑡
)

2

=
1

𝜌𝑙
(𝑝𝑏 − 𝑝ℎ −

2𝜎

𝑟𝑛
−

4𝜇𝑙𝑑𝑟𝑏

𝑑𝑡
) (1) 

where: rb is the radius of the bubble (m), ρl is the liquid density 
(kg/m3), pb is the air pressure in bubble (Pa), ph is the hydrostatic 

pressure (Pa),  - the surface tension (N/m), rn is the inner radius 
of the needle (m), μl is the dynamic viscosity of the liquid (kg/ms). 

The air volume flow rate supplied to the bubble through the 
needle was determined by the Hagen–Poiseuille equation: 

𝑑𝑝𝑏

𝑑𝑡
= (

𝑝𝑏

𝑉𝑏
) [(

𝜋

8𝜇𝑔
) (

𝑟𝑛
4

𝑙
) (𝑝𝑐 − 𝑝𝑏) −

𝑑𝑉𝑏

𝑑𝑡
] (2) 

where: Vb is the volume of bubble (m3), μg is the dynamic viscosity 
of the gas (kg/ms), l is the needle length (m), pc is the air pressure 
in the gas supply system (Pa). 

Pressure changes in the air supply system are described by 
the following equation: 

𝑑𝑝𝑐

𝑑𝑡
=

𝑘𝑐𝑝𝑐

𝑉𝑐
[𝑞 −

𝜋𝑟𝑛
4

8𝜇𝑔𝑙
(𝑝𝑐 − 𝑝𝑏)]                                              (3) 

where: Vc is the gas supply system volume (m3), q is the gas 
volume flow rate supply to the needle (m3/s). 

Moreover, the model of the bubble growth stage accounts the 
forces acting on a growing bubble [30]: 
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 drag force: 

𝐹𝑑 = 0.5𝐶𝑑ρ𝑙π𝑟2 (
𝑑𝑥𝑐

𝑑𝑡
− 𝑣𝑝𝑝) |

𝑑𝑥𝑐

𝑑𝑡
− 𝑣𝑝𝑝|    (4) 

 buoyancy force:  

𝐹𝐵 = 𝑔(ρ𝑙 − ρ𝑔) ⋅ 𝑉𝑏                                                               (5) 

 maximum value of the surface tension force: 

𝐹σ = 2π  𝑟𝑛σ                                                                              (6) 

 added mass force: 

𝐹𝐴𝑀 = −ρ𝑙
𝑑

𝑑𝑡
[𝐶𝑀𝑉𝑏 (

𝑑𝑥𝑐

𝑑𝑡
− 𝑣𝑝𝑝)] (7) 

 gas momentum:  

𝐹𝑀 = ρ𝑔
𝑞𝑏

2

π𝑟𝑜
2 𝑤ℎ𝑒𝑟𝑒  𝑞𝑏 = (

π

8μ𝑔
) (

𝑟𝑛
4

𝑙
) (𝑝 − 𝑝𝑏)  (8) 

where: g is the gravitational acceleration (m/s2), ro is the bubble 
diameter (m), qb is the air flow rate supplied to the bubble (m3/s), 
Cd is the drag force coefficient, CM = 0.5 is the added-mass 
coefficient for a sphere, vpp is the velocity of the liquid around the 
growing bubble (m/s) and xc is the position of the bubble centre 
(m). 

The liquid movement inside the needle is described by the 
equation of motion of the liquid mass centre [32]: 

𝑑
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{[0.5𝜌𝑙𝜋𝑟𝑛
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} = 𝐹1 − 𝐹2 (9) 

The force F1 is related to the pressure difference that occurs 
in the system: 

𝐹1 = −𝑠∆𝑝 = −𝜋𝑟𝑛
2 [𝑝𝑔 − (𝑝ℎ + 𝜌𝑙𝑔(2𝑥𝑙) + 𝐴 ∙ 2
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2
)] (10) 

The force F2 is related to the resistance of the movement of 
the liquid in the needle: 

𝐹2 = 2 ∗ 8𝜋𝜇𝑙𝑥𝑙
𝑑𝑥𝑙

𝑑𝑡
                                                                (11) 

The corresponding pressure changes in the air supply system 
are described by the following equation [32]: 

𝑑𝑝𝑐

𝑑𝑡
=

𝑝𝑐

𝑉𝑐
(𝑞 + 𝜋𝑟𝑛

2 𝑑𝑥𝑙

𝑑𝑡
)                                                           (12) 

where: xl is the height of the liquid penetration into the needle (m) 
and s is the cross-sectional area of the needle (m2). 

Criterion for the end of the liquid movement is correlated with 
the depth of liquid penetration – xl < 0. 

Based on the above equations, it can be assumed that, the 
perturbations in liquid flow velocity above the needle affect the 
bubble waiting time (vpp – Eq.10) or bubble growing time (Eq.4 
and Eq.7) and consequently the perturbations in liquid flow veloci-
ty can modify the nature of periodic or chaotic bubble departure 
process. The character of changes of liquid flow above the needle 
is the same as liquid pressure changes above the needle. There-
fore, based on the results of experimental investigations of liquid 
pressure changes modification above the needle cause by bubble 
departure process (being a periodic function), presented in paper 
[1] (Fig.2), the variations in liquid flow were approximated using a 
sinusoidal function, and based on equations (Eq.9, Eq.11, Eq.14), 
the velocity of the liquid above the needle was computed as: 

𝑣𝑝𝑝 = 𝑣𝑝𝑝
′ + 𝐴𝑠𝑖𝑛(𝜔𝑡)   (13) 

Vpp’ is the liquid flow above the needle induced by bubbles depart-

ing from it, focusing on the study of liquid movement in this pro-
cess and Asin(ωt) is disturbances in the liquid velocity. 

The changes of pressure above the needle, during the bubble 
departures (Fig.2).  

 
 

Fig. 2  The changes of liquid pressure above the needle,  
during the   bubble departures [1] 

In the paper [1] it was shown that subsequent stages of bub-
ble growth change the hydrodynamic conditions around the nee-
dle. The measured fluctuations in the liquid pressure above the 
needle, caused by bubble departures, are periodic. The greatest 
pressure changes are observed during the bubble growing time 
(Fig.2). During the bubble waiting time only slight fluctuations in 
liquid pressure above the needle are observed. 

3. RESULTS OF NUMERICAL INVESTIGATIONS 

In numerical simulations, the time series of liquid penetration 
into the needle during successive cycles of bubble departure, and 
the time series of liquid flow velocity above the needle, were ana-
lyzed. The simulations aimed to capture periodic and chaotic 
behaviors in the time series, depending on the frequency of varia-
tions in liquid flow velocity above the needle. Fig. 3 illustrates the 
time series of liquid penetration into the needle and disturbances 
in liquid velocity. 

The model exhibits high sensitivity to boundary conditions; 
therefore the initial minimum value of pressure in the system for 
supplying gas was set at 5.4 kPa. The air volume flow rate was 
set as 0.006 l/min. The amplitude (A) was set as 0.1 and it simu-
lates the velocity of liquid flow perturbations. Frequency of liquid 
perturbations was modified by changes in ωt and frequencies 
were changed during the simulations. For presented considera-
tions the frequency was equal to 10.02 Hz, 11.52Hz and 11.9 Hz. 

In order to investigate the repeatability of time series of liquid 
penetration into the needle, the 3D attractors were used. The 3D 
attractor is reconstructed using the stroboscope coordination. In 
this method, The coordinates of attractor points are determined by 
computing the positions based on sampled data points where the 
distance between them equals the time delay (τIf the subsequent 
trajectories on the attractor are closely spaced, the signal is con-
sidered quasi-periodic. However, if the trajectories in the attractor 
reconstruction begin to diverge from each other, it indicates that 
the analyzed signal exhibits chaotic behavior. The reconstruction 
of the 3D attractor, the time delay (τ) was calculated for all time 
series separately. To determine τ, the mutual information method 
was used [32-34]. The first minimum of the function is treated as 
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the proper value of τ: 

𝐼(𝑥𝑖 , 𝑥𝑖+𝜏) = ∑ ∑ 𝑝[𝑥𝑖 , 𝑥𝑖+𝜏]𝑥𝑖𝑥𝑖+𝜏
log2 {

𝑝[𝑥𝑖,𝑥𝑖+𝜏]

𝑝[𝑥𝑖],𝑝[𝑥𝑖+𝜏]
}        (14) 

where: 𝑝[𝑥𝑖 , 𝑥𝑖+𝜏] is the joint probability function of {𝑥𝑖} and 
{𝑥𝑖+𝜏} , 𝑝[𝑥𝑖] and which are the marginal probability distribution 

functions of {𝑥𝑖} and {𝑥𝑖+𝜏}. 

 

Fig. 3. The time series of liquid penetration into the needle obtained from 

numerical investigations (continuous lines) and liquid velocity per-
turbations (dotted lines) for selected frequencies of liquid velocity 
disturbances (fsin). a) fsin = 10.02 Hz, b) fsin = 11.52 Hz,  
c) fsin = 11.9 Hz 

 In Fig. 4 are shown the reconstructions of 3D attractors for time 
series of liquid penetration into the needle. 
The changes of frequency of occurrence of perturbations in liquid 
flow above the needle modify the depths of liquid flooding into the 
needle in successive cycles of bubble departures (Fig.3) and the 
periodic or chaotic nature of bubble departures (Fig.4). In Fig.3 a 
the depths of liquid flooding are similar in successive cycles of 
bubble departures. In this case the trajectories in the 3D attractor 
reconstruction are close to each other for liquid flooding in subse-
quent stages of bubble departures (Fig.4 a). In Fig.3 b it can be 
observed that the changes of the depth of liquid flooding into the 
needle for successive cycles of bubble departures occurs with two 
periods. In the first cycle the depth is close to 6 mm and for the 
second cycle it is close to 7 mm and this process is repeatable in 
all analysed time series. Two distinct paths overlap in the 3D 
reconstruction of the attractor (Fig. 4b). As shown in Fig. 3c, the 
penetration of liquid into the right needle varied unpredictably. The 
trajectories that compose the 3D attractors are non-repetitive (Fig. 
4c). 

 To verify the timing of bubble departures and occurrence of 
perturbations of liquid flow above the needle, the frequencies of 
these phenomena occurrences were estimated. The frequencies 
were estimated using the FFT method [35,36]. The frequencies of 
the liquid penetration into the needle and the frequencies of liquid 
velocity perturbations are shown in Table 2. 

 

Fig. 4. 3D attractors obtained for time series of liquid flow into  the  

needle for selected frequencies of liquid velocity perturbations  
(fsin). a) fsin = 10.02 Hz, b) fsin = 11.52 Hz, c) fsin = 11.9 Hz 

Tab. 2.  The frequencies of the liquid penetration into the needle and the 
frequencies of liquid velocity perturbations 

flp [Hz] 5.01 4.58 4.64 

fsin [Hz] 10.02 11.52 11.90 

flp/fsin [-] 2.00 2.51 2.56 

 In the FFT method, the dominant frequency of liquid move-
ment into the needle can be treated as a frequency of bubble 
departures, but only for periodic changes of depth of liquid pene-
tration into the needle. In the case of chaotic changes of depth of 
liquid penetration into the needle the dominant frequency is treat-
ed as the frequency of the majority of departing bubbles in the 
analysed time series. Even though this frequency is not fully a 
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frequency of bubble departure, analysis of the dominant frequency 
can be used for investigations of liquid flow above the needle on 
bubble departure nature.  
 To explore how changes in the frequency of liquid velocity 
above the needle relate to the time series of liquid penetration into 
the needle, wavelet decomposition analysis and the FFT method 
were employed. This analysis was performed in Matlab with the 
Wavelet Toolbox. The Daubechies (db2) method in the Orthogo-
nal Wavelet Family, and I performed five levels of frequency de-
composition because the analysed time series have the non-linear 
character. The signal of details obtained from the 5th level of 
decomposition was analysed using the Fast Fourier Transform. 
The power spectra are shown in Fig. 5. 
 The disturbance frequency of the liquid flow above the needle 
was marked using fs in Fig.5. In Fig.5 it was shown that liquid flow 
disturbances modify the nature of the frequency distribution in the 
analysed time series. If bubble detachment is periodic, then only 
multiples of the frequency components are observed (Fig.5 a and 
Fig.5 b). The introduction of non-frequency-synchronized disturb-
ances results in the appearance of multiple frequency compo-
nents, which determines the chaotic nature of the bubble depar-
ture process. 

 

Fig. 5.  Frequency components obtained from 5th level wavelet  

            decomposition for time series of liquid flow into the needle  
             for selected frequencies of liquid velocity perturbations  

  (fsin). a) fsin = 10.02 Hz, b) fsin = 11.52 Hz, c) fsin = 11.9 Hz. 

 For presented considerations the frequencies of disturbances 
of liquid velocity above the needle (fsin) were chosen so that the 
ratio of those frequencies and the frequencies of bubbles depar-
tures (flp) were: was different from the integer, and the close to 
half-integer (equal to 2.5) integer (equal to 2). It was shown that 
synchronisation in the perturbations in liquid flow above the nee-
dle and the bubble departures can modify the nature of bubble 
departures. In the case, when the ratio of fsin/flp is integer then the 
depth of liquid flow into the needle changes slightly for successive 
cycles of bubble departures (Fig.3 a). The trajectories in 3D attrac-
tors are close to each other (Fig.4 a). In the case that the ratio of 
fsin/flp is integer and half (2.5) then the needle is flooded by the 

liquid with two consecutive levels of depths of liquid penetration in 
successive cycles of bubble departures (Fig 3 b). When the ratio 
of fsin/flp is other than an integer, then the depth of liquid flooding is 
varying in the successive cycles of bubble departures. 
 It can be concluded that the disturbances in liquid flow above 
the needle modify the conditions in the system supplying gas. 
Disturbances occurring in liquid flow lead to changes in the depth 
of liquid penetration and the frequency of bubble detachment. This 
confirms that adjusting the hydrodynamic conditions above the 
needle can regulate the process of bubble departure. The results 
obtained from the numerical model are consistent with the results 
of the experiment presented in paper [2]. The proposed numerical 
model containing a component allowing for modification of the 
velocity and frequency of disturbances in the liquid flow above the 
needle can be used to numerically study the interaction between 
the bubbles and the needle the system supplying gas during the 
bubble departures from two needles. 

4. CONCLUSIONS 

This paper numerically investigates the influence of liquid flow 
above the needle (modified by departed bubbles) on the bubble 
departure process. For modelling the interaction the models of the 
bubble growth and liquid penetration into the needle were used. 
The numerical model containing the component allows for modifi-
cation of the velocity and frequency of disturbances in the liquid 
flow above the needle. This component was developed based on 
the experimental results presented in this paper [1]. It was shown 
that the numerical model can be used to study the interaction 
between the bubbles and the needle gas supply systems during 
the bubble departures from two needles, because the interaction 
between the bubbles is related to disturbances in the liquid flow 
above the needle. 

Moreover it was shown that the bubble departure process can 
be control by adjusting the hydrodynamic conditions above the 
needle. This is because alterations in the liquid flow and its veloci-
ty above the needle affect the boundary conditions in the system 
supplying gas. The changes in the conditions in the gas supply 
system correspond with the changes of the periodic or chaotic 
nature of bubbles departures (visible in time series of liquid pene-
tration into the needle). Consequently, the depth of liquid into the 
needle and the frequency of bubble departures vary, depending 
on the occurring disturbances. 
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Abstract: The recent trends in the automotive industry have enforced chassis solutions beyond the reach of conventional systems.  
Thus, extending the functionality of passive hydraulic dampers is vital in improving their effectiveness while maintaining low production  
and operating costs. This paper presents a general structure of a passive shock absorber with so-called frequency-dependent (FD)  
damping characteristics and points to constitutive elements of the valves used in this type of an adaptive damper. A mathematical  
description of FD damper is provided together with a model developed in the Siemens AMESim environment. The performance  
of the model was verified against the data from tests with a real, commercially available FD shock absorber. Furthermore, in order  
to emphasise its efficiency, the authors have carried out a study involving quarter car models (QCM) with and without the FD damper,  
respectively. The results have clearly shown major advantages of utilising FD dampers in a suspension. 

Key words: vehicle dynamics, ride, road holding, adaptive damping, quarter car, frequency dependent damping 

1. INTRODUCTION 

In general, motor vehicles are subjected to constant vibrations 
of a random nature, the source of which are road irregularities and 
driving manoeuvres. Vehicle dampers that are used in suspen-
sions systems are aimed at providing sufficient amount of damp-
ing, and thus satisfying level of driving comfort as well as good 
handling and roadholding of a vehicle. However, it is known that 
these criteria are most often contradictory, and the level of damp-
ing in the suspension is the result of a compromise between 
smooth ride and adequate motion control [1, 2]. The reason for 
this conflict can be well understood by analysing exemplary 
transmissibility function of a classic one degree of freedom (1-
DOF) harmonic oscillator. As one can see in Fig. 1, an increase in 
damping coefficient reduces or even eliminates the resonant peak 
corresponding to the sprung mass natural frequency. On the other 
hand, higher damping degrades isolation from road inputs at the 
higher frequency excitations. Thus, high damping is required in 
the suspension system for frequencies below the invariant point of 

ω0√2, while above this frequency low damping would be most 
beneficial [3]. This conflict is amplified by the fact that the vehicle 
suspension consists of sprung mass and several unsprung mass-
es, which differ by an order of magnitude. Due to such a signifi-
cant difference, each of these masses needs different damping 
forces to be tuned optimally. Wheel vibrations, usually of high 
frequency but small amplitude, require less damping forces than 
vibrations of a vehicle body, which are characterised by low fre-
quency and high amplitude [4, 5]. It becomes obvious that for the 
overall improvement of vehicle dynamics, damping dependent on 
current operating conditions of the suspension should be used 
with particular emphasis on operation frequencies. 

 
Fig. 1.   Displacement transmissibility function of a 1-DOF harmonic  

oscillator: H(jω) – the ratio of input and output amplitudes,  
ω – excitation frequency, ω0 – natural frequency, ζ – damping 
coefficient. 1-DOF, one degree of freedom 

One common way of making the damper operation dependent 
on the excitation frequency (or the excitation change rate in gen-
eral) is the use of active or semi-active systems utilising electronic 
controls. Some benefits of such systems have been described in 
the works of Nguyen et al. [6], Slaski [7] and Pletschen et al. [8]. 
However, such solutions are relatively expensive and thus una-
vailable to ordinary car owners. Obviously, far more affordable 
technologies would rely on passive valving systems configured for 
the desired functionality. This category includes both displace-
ment-sensitive dampers (DSD) and amplitude-sensitive dampers 
(ASD) [9, 10]. Notable DSD examples include, for instance, the 
works of Lee and Moon [11], Hazaveh et al. [12] and Ilbeigi et al. 
[13]. Such dampers allow for the position dependency of the 
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damping force in order to increase ride comfort at low amplitude 
inputs while keeping sufficient body control at high amplitude 
inputs. It should be noted, however, that such valving systems 
operate well only when the damper’s relative displacement ampli-
tude oscillates around their design positions where the DSD fea-
ture are usually located. If the initial position of the suspension 
changes significantly as in the case of a loaded vehicle, it may 
exhibit unexpected and disadvantageous behaviours. This short-
coming seems to be avoided when ASD valving systems are 
used. With these systems, the damping level depends on the 
amplitude of the suspension movement, regardless of the initial 
position; low damping is provided for low-amplitude inputs but 
whenever damper travel exceeds a certain amount, damping 
increases significantly. The ASD examples are described by 
Łuczko and Ferdek [14], Łuczko et al. [15], Gołdasz [16] and 
Zhang et al. [9] . ASD systems, however, are not free of disad-
vantages, namely, a sudden change in the level of forces related 
to the full use of the working range of elastic elements involved, 
increased noise or a large number of additional components [9]. 
Moreover, due to the time delay needed to reach high damping 
forces, they can negatively affect the vehicle’s steering system 
response. Some authors, for example, Nie et al. [17] carried out 
attempts to achieve even more sophisticated damper characteris-
tics and thus bringing the passive damper’s performance closer to 
that of the active one. Xu et al. [18] presented a damper with a 
variable moment of inertia to improve vehicle chassis dynamic 
characteristics. Finally, Sikora [19] proposed a tuned mass damp-
er in order to achieve improved dynamic characteristics with no 
apparent negative impact on the steady-state performance. It 
must be noted, however, that real implementations of such con-
cepts usually require difficult-to-realise technological solutions. 

Based on the above considerations, it can be concluded that 
the optimal solution to achieve both high levels of comfort (or 
isolation from road inputs) and driving performance is a suspen-
sion damper possessing variable damping characteristics, inde-
pendent of the suspension position, providing reduced damping 
forces at high-frequency and low-amplitude inputs, but at the 
same time delivering ‘normal’ levels of damping forces at low 
frequency and high amplitude excitations. These requirements 
seem to be met by frequency-dependent (FD) dampers [20, 21]. 
With these dampers, they behave as typical, passive dampers at 
low frequencies and gradually decrease the magnitude of their 
output at the higher ones. An in-depth review of available and 
patented solutions in this area was carried out by Franczyk et al. 
[10]. The authors have shown that most FD-like valves on the 
market have been developed as add-on system in parallel to the 
main valves usually operating in the rebound portion of the damp-
er’s working cycle. In rare cases, the FD valve is integrated into 
base (foot) valve assemblies of twin-tube dampers [21]. 

It is acknowledged by the authors that the term ‘frequency-
dependent valve’ may be misleading; the reader should refer to 
Dixon [22] for further discussion on the topic. In the essence, FD 
type valves are pressure-rate dependent valves. In the presented 
study, the authors simply follow the nomenclature used by auto-
motive OEMS and other parties involved in the development of 
the FD technology in passenger vehicles.  

To summarise, the purpose of this work is to provide a com-
plete, functional math model of the FD damper, which can be-
come the basis for further component level parametric studies. 
The authors claim that their proposed valve architecture is suffi-
cient to copy the operating principles of most FD damping sys-

tems. The model is verified experimentally to ensure that it is 
capable of reproducing the characteristics of a real FD shock 
absorber. To the best knowledge of the authors, no such model of 
the valve has been presented so far and so it is novel. The sec-
ond goal is to examine the impact of the FD damper on the com-
fort and safety of a car. 

2. MATERIALS AND METHODS 

This subsection presents both the method of modelling the FD 
shock absorber as well as the performance of a quarter model of 
a car equipped with this type of shock absorber. 

2.1. Passive twin-tube FD damper 

In this paragraph a model of a twin-tube, passive adaptive ve-
hicle damper is presented and developed. The damper’s structure 
is shown simply in Fig. 2. As shown, the piston and rod assembly 
(A) divides the inner volume into the compression chamber (B) 
and the rebound chamber (C). The reserve chamber (D) is formed 
by the volume between the inner and the outer tubes. The base 
valve (E) further separates the oil volume in the reservoir from the 
compression chamber. The volume of the rebound (upper) cham-
ber is Vr and the pressure in the chamber is pr. Similarly, the 
volume of the compression chamber (below the piston) is Vc and 
the compression pressure is referred to as pc. Moreover, the gas 
pressure is pg, and the volume Vg. While in compression, the oil 
flows from the compression chamber to the rebound chamber 
and, in a volume equal to the volume of the piston rod being 
forced into the damper, to the reserve chamber. In the rebound 
(upward) stroke the flows are reversed. The references volumetric 
flow rates are marked in Fig. 2 by means of the following abbrevi-

ations: 𝑄𝑃𝑉𝑐  – flow rate between the chambers (B) and (C) 
through the compression side shim stack of the piston valve, 
𝑄𝑃𝑉𝑟  – flow rate between the chambers (C) and (B) through the 

rebound side shim stack of the piston valve, 𝑄𝑃𝑉𝑂 – flow rate 
through the constant area orifice in the piston valve assembly 
linking directly the chambers (B) and (C), 𝑄𝐵𝑉𝑐  – flow rate be-
tween the chambers (B) and (D) through the compression side 

shim stack of the base valve assembly, 𝑄𝐵𝑉𝑟– flow rate between 
the chambers (D) and (B) through the rebound side shim stack of 

the base valve assembly, 𝑄𝐵𝑉𝑂 – flow rate through the constant 
area orifice located in the base valve. The model assumes the 
presence of the FD valve assembled within the piston valve and 
arranged to operate specifically in the damper’s rebound stroke, in 
parallel to the main rebound valve (𝑄𝐹𝐷). The FD valve, in gen-
eral, utilises the basic operation principle of conventional damper 
valves which means it can be considered as a shim or blow-off 
valve whose opening depends on the pressure difference across 
it. The main difference, however, is that it is additionally controlled 
by pilot pressure, which causes its hardening or softening depend-
ing on the pressure rate in the main rebound chamber of the 
shock absorber. The presented solution corresponds to most 
commercial architectures of the FD valves and incorporates the 
following three characteristic elements: the accumulator chamber 
of variable volume, the constant area control orifice (CO) located 
at its inlet and a pressure-controlled relief valve operated as a by-
pass in parallel to the main rebound valve [10]. The hydraulic 
scheme of the described piston valve assembly is shown in Fig. 3. 
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Fig. 2. Diagram of the analysed FD damper 

 
Fig. 3. Hydraulic circuit of the piston valve assembly 

To start with, taking into account the compressibility of the oil, 
both rebound and compression pressures (pr, pc) can be calcu-
lated using the following expressions [23]: 

{
  
 

  
 𝑝�̇� = 𝛽

(𝐴𝑝−𝐴𝑝𝑟)𝑥�̇�−𝑄𝑃𝑉

𝑉𝑟
      

𝑝�̇� = 𝛽
−𝐴𝑝𝑥�̇�+𝑄𝑃𝑉+𝑄𝐵𝑉

𝑉𝑐
      

𝑉𝑟 = 𝑉𝑟0 + (𝐴𝑝 − 𝐴𝑝𝑟)𝑥𝑟
𝑉𝑐 = 𝑉𝑐0 − 𝐴𝑝𝑥𝑟                

 

                                                (1–4) 

where β refers to the oil bulk modulus, 𝐴𝑝 and 𝐴𝑝𝑟 are the cross-

section areas of the piston and piston rod, respectively, 𝑉𝑟  and 𝑉𝑐  

are the volumes and 𝑉𝑟0 and 𝑉𝑐0 are the initial volumes of the 
rebound and compression chambers, respectively, 𝑥𝑟  is the dis-
placement of the damper body with respect to the piston rod and 

𝑄𝑃𝑉  and 𝑄𝐵𝑉  denote the total oil flow rates through the piston 
valve and the base valve. Based on the diagram in Fig. 1, the 
respective flow rates are defined as: 

𝑄𝑃𝑉 = {

𝑄𝑃𝑉𝑂 + 𝑄𝑃𝑉𝑟 + 𝑄𝐹𝐷           if             𝑝𝑟 − 𝑝𝑐 > 0
0                                            if             𝑝𝑟 − 𝑝𝑐 = 0
𝑄𝑃𝑉𝑂 + 𝑄𝑃𝑉𝑐                        if            𝑝𝑟 − 𝑝𝑐 < 0 

    (5) 

𝑄𝐵𝑉 = {

𝑄𝐵𝑉𝑂 + 𝑄𝐵𝑉𝑟                      if             𝑝𝑐 − 𝑝𝑔 > 0

0                                           if            𝑝𝑐 − 𝑝𝑔 = 0 

𝑄𝐵𝑉𝑂 + 𝑄𝐵𝑉𝑐                      if           𝑝𝑐 − 𝑝𝑔 < 0 

    (6) 

where 𝑝𝑔 is the gas pressure. 

The oil flow rates through the two orifice flow rates 𝑄𝑃𝑉𝑂 and 
𝑄𝐵𝑉𝑂  are modelled by means of the modified Bernoulli equation 
as follows [23, 24]: 

𝑄 = 𝑐𝑜𝐴√
2∆𝑝

𝜌
                                                        (7) 

where 𝑄 is the respective flow rate, co refers to the dynamic 
discharge coefficient; piston valve – cPVO, base valve – cBVO. 

The pressure difference ∆p is calculated as Δp = pr − pc (pis-

ton valve) or Δp = pc − pg (base valve), and ρ is the oil density.  

 
Fig. 4. Generic flow characteristic of the pressure-relief valve 

 
Fig. 5. Opening characteristic of the pilot-operated pressure-relief valve 

For the sake of clarity of the presented analysis, it is assumed 
that at high damper velocities the flows are realised by means of 
hydraulic pressure-relief valves, best characterised by the nonlin-
ear relationship Q(Δp). Modelling the behaviour of shim valves is, 
therefore, outside the scope of this study. That has been well 
described, for example, by Skačkauska et al. [24], Xu et al. [25], 
Czop et al. [26] and Farjoud and Ahmadian [27]. In this study the 
authors further employ a more simplified functional approach. In 
this manner oil flow rates through each of the four relief-valves 
can be described using the following relationships [28]: 

𝑄𝑃𝑉𝑟 =

{
0                                             if     𝑝𝑟 − 𝑝𝑐 ≤ 𝑝𝑃𝑉𝑟−𝑐𝑟𝑎𝑐𝑘
𝑔𝑃𝑉𝑟(𝑝𝑟 − 𝑝𝑐)|𝑝𝑟 − 𝑝𝑐|     if      𝑝𝑟 − 𝑝𝑐 > 𝑝𝑃𝑉𝑟−𝑐𝑟𝑎𝑐𝑘

      (8) 
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𝑄𝑃𝑉𝑐 =

{
0                                              if     𝑝𝑐 − 𝑝𝑟 ≤ 𝑝𝑃𝑉𝑐−𝑐𝑟𝑎𝑐𝑘
𝑔𝑃𝑉𝑐(𝑝𝑐 − 𝑝𝑟)|𝑝𝑐 − 𝑝𝑟|      if     𝑝𝑐 − 𝑝𝑟 > 𝑝𝑃𝑉𝑐−𝑐𝑟𝑎𝑐𝑘

      (9) 

𝑄𝐵𝑉𝑟 =

{
0                                              if     𝑝𝑔 − 𝑝𝑐 ≤ 𝑝𝐵𝑉𝑟−𝑐𝑟𝑎𝑐𝑘

𝑔𝐵𝑉𝑟(𝑝𝑔 − 𝑝𝑐)|𝑝𝑔 − 𝑝𝑐|     if     𝑝𝑔 − 𝑝𝑐 > 𝑝𝐵𝑉𝑟−𝑐𝑟𝑎𝑐𝑘
   (10) 

𝑄𝐵𝑉𝑐 =

{
0                                               if     𝑝𝑐 − 𝑝𝑔 ≤ 𝑝𝐵𝑉𝑐−𝑐𝑟𝑎𝑐𝑘

𝑔𝐵𝑉𝑐(𝑝𝑐 − 𝑝𝑔)|𝑝𝑐 − 𝑝𝑔|     if     𝑝𝑐 − 𝑝𝑔 ≤ 𝑝𝐵𝑉𝑐−𝑐𝑟𝑎𝑐𝑘
   (11) 

where gPVr, gPVc, gBVr, and gBVc are constant coefficients for defin-
ing slopes of the Q(∆p) curve as shown in Fig. 4. The pressures 
pPVr-crack, pPVc-crack, pBVr-crack, and pBVc-crack are cracking pressures of 
the pressure-relief valves in the piston assembly and the base 
valve one. Based on this approach, the flow through each valve is 
initiated only upon exceeding the specific cracking pressure. 

As shown in Fig. 3, the FD portion of the rebound valve as-
sembly includes a more complex valve which is modelled here 
with a pilot-operated pressure-relief valve. The opening of the 
valve xFD is governed by the pilot (control) pressure pctrl, the pres-
sure due to the spring pre-tension pFD-crack and the pilot differential 
pressure pmax at maximum opening as revealed in Fig. 5. Then, 
the flow rate through the FD valve can be simply described as 
follows [17]: 

𝑄𝐹𝐷 =

{
 
 

 
 
0                                            if               𝑥𝐹𝐷 = 0

𝑐𝐹𝐷𝐴𝐹𝐷(𝑥𝐹𝐷)√
2(𝑝𝑟−𝑝𝑐)

𝜌
     if       0 < 𝑥𝐹𝐷 < 1

𝑐𝐹𝐷𝐴𝐹𝐷𝑚𝑎𝑥√
2(𝑝𝑟−𝑝𝑐)

𝜌
         if              𝑥𝐹𝐷 = 1 

     (12) 

where cFD is the dynamic discharge coefficient of the FD valve, 
AFDmax is the maximum valve cross-sectional area and 
AFD = xFDAFDmax is the valve cross-sectional area due to its frac-
tional (dimensionless) valve opening xFD computed as: 

𝑥𝐹𝐷 =
𝑝𝑐𝑡𝑟𝑙+𝑝𝑐𝑟𝑎𝑐𝑘−𝑝𝑟

𝑝𝑚𝑎𝑥
                                       (13) 

The pilot pressure pctrl is calculated considering the dynamics 
of the accumulator chamber and the CO. Assuming that pctrl > 
F0a/Aa, where Aa is the accumulator’s cross-sectional area and F0a 
denotes the preload force in the accumulator (due to the spring 
preload or a precharge pressure), the flow rate into the accumula-
tor’s chamber Qa is: 

𝑄𝑎 = 𝐴𝑎𝑥�̇�            (14) 

where xa is the displacement of the spring-loaded piston in the 
accumulator. By balancing the forces acting on the piston the 
following equation is obtained: 

𝑝𝑐𝑡𝑟𝑙𝐴𝑎 = 𝑘𝑎𝑥𝑎            (15) 

where ka is the stiffness ratio of the accumulator’s spring. By 
differentiating Eq. (15), the following equation is obtained 

𝑝𝑐𝑡𝑟𝑙̇ 𝐴𝑎 = 𝑘𝑎𝑥�̇�                                                       (16) 

and combining Eqs (14) and (16) yields: 

𝑝𝑐𝑡𝑟𝑙̇ = 𝑄𝑎
𝑘𝑎

𝐴𝑎
2                                                      (17) 

It must be noted that the flow rate Qa is equal to the flow rate 
through the  orifice CO located at the inlet into the accumulator 
chamber. Applying Eq. (7) here, one obtains:  

𝑄𝑎 = 𝑐𝐶𝑂𝐴𝐶𝑂√
2(𝑝𝑟−𝑝𝑐𝑡𝑟𝑙)

𝜌
                                       (18) 

and finally: 

𝑝𝑐𝑡𝑟𝑙̇ =
𝑘𝑎

𝐴𝑎
2 𝑐𝐶𝑂𝐴𝐶𝑂√

2(𝑝𝑟−𝑝𝑐𝑡𝑟𝑙)

𝜌
                       (19) 

The variation of the gas pressure pg can be obtained by using 
the adiabatic relationship [24]: 

𝑝𝑔 = 𝑝𝑔0(
𝑉𝑔0

𝑉𝑔
)𝑛 = 𝑝𝑔0(

𝑉𝑔0

𝑉𝑔+∫ 𝑄𝐵𝑉
𝑡
0

)𝑛                       (20) 

where pg0 is the initial gas pressure, Vg is the gas volume, Vg0 is 
the initial gas volume and n is an adiabatic index. 

Finally, the force output Fdf can be expressed considering the 
pressures acting on the piston: 

𝐹𝑑𝑓 = (𝐴𝑝 − 𝐴𝑝𝑟)𝑝𝑟 − 𝐴𝑝𝑝𝑐 + 𝑝𝑔𝐴𝑝𝑟        (21) 

Given the set of Eqs (1)–(21), a mathematical model is devel-
oped in Siemens AMESim environment ver. 2022 – see Fig. 6. 
The model parameters were altered to fit the characteristics of a 
commercially available FD type damper for which experimental 
data were extracted using the test rig revealed in Section 2.3. The 
adopted model parameters are listed in Tab. 1. 

 
Fig. 6. Structure of the AMESim simulation model of the analysed  
            FD damper 

Tab. 1. Set of AMESIM model parameters 

Damper and oil parameters 

Ap [mm2] Apr [mm2] pg0 [MPa] Vg0 [m3] n [] β [Pa] ρ [kg/m3] Vr0 [dm3] Vc0 [dm3] 

1017.4 254.3 0.6 0.02 1.4 17,000 850 0.06 0.08 

Piston valve parameters 

APVO [mm2] cPVO [] gPVr [m3/s/MPa] gPVc [m3/s/MPa] pPVr-crack [MPa] pPVc-crack [MPa] 

2.2 0.99 3.8  104 1.3  103 1.52 0.12 
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Base valve parameters 

ABVO [mm2] cBVO [
] gBVr [m3/s/MPa] gBVc [m3/s/MPa] pBVr-crack [MPa] pBVc-crack [MPa] 

0.5 0.93 1.7  103 2.7  104 0.0 1.0 

FD valve parameters 

ACO [mm3] F0a [N] Aa [mm2] ka [N/mm] cCO [
] cFD [

] AFDmax [mm2] pFD-crack [MPa] pmax [MPa] 

0.16 150 397 950 0.7 0.7 5.6 0.7 0.25 

         
2.2. 2-DOF quarter car model 

A classic two degree of freedom (2-DOF) quarter car model 
(QCM) is used in order to study the effectiveness of using FD 
dampers in passenger vehicles. Such model is a common tool 
suitable for ride comfort and vehicle safety evaluation studies, 
respectively [5, 6, 11, 29]. As it is shown in Fig. 7, it consists of the 
sprung (body) and unsprung (wheel) masses connected by spring 
and damping elements. There is a spring element placed between 
the unsprung mass and the ground (road input) which represents 
the elasticity of a tire. The QCM equations of motion are then as 
follows: 

𝑀𝑤𝑧2̈ = 𝑘𝑡(𝑧2 − 𝑥0) − 𝑘𝑠(𝑧1 − 𝑧2) − 𝑐𝑠(𝑧1̇ − 𝑧2̇)          (22) 

𝑀𝑏𝑧1̈ = 𝑘𝑠(𝑧1 − 𝑧2) − 𝑐𝑠(𝑧1̇ − 𝑧2̇)           (23) 

where Mw is the mass of the wheel (kg), Mb refers to the mass of 
the vehicle body (kg), kt is the tire stiffness ratio (N/m), ks is the 
suspension spring stiffness ratio (N/m), cs denotes the damping 
coefficient (Ns/m), z1 and z2 are the displacements of the vehicle 
body and wheel, respectively, and x0 is the road input. 

 
Fig. 7. A 2-DOF QCM 

In this paper, two QCMs of the parameters presented in Tab. 
2 are studied in terms of ride comfort and safety. The values of 
Mw, Mb, kt, and ks are adopted to suit a front quarter of a vehicle of 
total weight of 2,400 kg distributed between front and rear axles 
with the ratio of 60:40 and having the body natural frequency of 
0.7 Hz. In this first scenario the authors study the performance of 
a QCM with a standard damper, whereas the second scenario 
involves the FD damper with the low frequency performance 
identical to the standard damper and FD valve parameters as 
presented in Tab. 1. The QCM models are presented in Fig. 8. 

As highlighted in Fig. 9, the reduction in the output forces is 

400 N at the frequency of 12 Hz, which in relative terms results 
in 40% degradation achieved at the velocity of v = 0.15 m/s and 
17% at the velocity of v = 1.0 m/s. 

Tab. 2. QCM parameters 

Mw [kg] Mb [kg] kt [kN/m] ks [kN/m] 

30 720 200 15 

QCM, quarter car model. 

 
Fig. 8. QC model with (a) a conventional damper, (b) a FD damper 

 
Fig. 9.   Measured performance characteristics of (a) a conventional 

(non-FD) damper, (b) a FD damper 

The QCMs were excited with stochastic ISO 8086 type road 
displacement signals. The ISO 8086 standard provides means for 
classifying road surface types depending on their quality (rough-
ness) and describes various approaches to be used in order to 
simulate specific road surface profiles. In this paper, artificial road 
profiles of the ISO classes A–B (very good), C–D (average) and 
E–F (very poor), as shown in Fig. 10, are generated using the 
method similar to the one used in Agostinacchio et al. [30]. For 
each of the generated road profiles the following three cases are 
studied varying in the vehicle horizontal velocity – 36 km/h, 72 
km/h and 108 km/h (10 m/s, 20 m/s and 30 m/s, respectively). In 
each case the driving distance is equal to 300 m. Testing the 
dynamic properties of a vehicle by means of QCM and ISO stand-
ardised profiles is an effective and proven method [14, 29, 30]. 
The selected range of road profiles and driving speeds takes into 
account the range of operating conditions to which passenger 
cars are commonly subjected [29, 30]. 
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Fig. 10. Generated road profiles for three distinct vehicle’s velocities, (a) 

A–B, (b) C–D and (c) D–E 

2.3. Damper test setup, inputs 

The damping force measurements of a commercially available 
passive FD twin-tube damper were measured using the hydraulic 
test rig shown in Fig. 11.  

The MTS stroker was equipped with a MTS 661.21A-01 force 
transducer with a capacity of 25 kN and a MTS Silentflo 505.11 
hydraulic pump capable of flow rates up to 41.5 l/min and the 

output pressures up to 207 bar. The damper was mounted in the 
rig as shown in the photograph with the bottom rigidly attached to 
the moving base, whereas the piston rod was held stationary. All 
signals (displacement, velocity, force) were acquired simultane-
ously at the sampling rate of 1 kHz. The prescribed input dis-
placement was a sinewave resulting in peak velocities up to 0.5 
m/s and the frequencies up to 15 Hz. Such testing is the industry 
standard for most shock absorbers, although specific test speeds 
depend on manufacturer requirements and suspension design. 
The test frequencies were selected to cover the range of resonant 
frequencies of sprung masses and unsprung masses of a typical 

passenger car, which are usually within the range from 1.3 Hz to 
15 Hz, respectively [1]. The experiment plan of both the laboratory 
experiments and the numerical simulations covered 75 subse-
quent test runs according to Tab. 3. 

 
Fig. 11. Test rig for damper performance measurements; 1 – PC with 

dedicated software for data acquisition, 2 – control unit,  
3 – stroker frame, 4 – hydraulic power supply, 5 – force 
transducer, 6 – upper mount, 7 – test sample, 8 – lower mount,  
9 – stroker rod (exciter). 

Tab. 3. Test plan for both simulations and rig tests; the input displacement amplitude a (mm) varies with the peak velocity v and the frequency f 

f [Hz] 

v [m/s] 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

0.05 8.0 4.0 2.7 2.0 1.6 1.3 1.1 1.0 0.9 0.8 0.7 0.7 0.6 0.6 0.5 

0.15 23.9 11.9 8.0 6.0 4.8 4.0 3.4 3.0 2.7 2.4 2.2 2.0 1.8 1.7 1.6 

0.25 39.8 19.9 13.3 9.9 8.0 6.6 5.7 5.0 4.4 4.0 3.6 3.3 3.1 2.8 2.7 

0.35 55.7 27.9 18.6 13.9 11.1 9.3 8.0 7.0 6.2 5.6 5.1 4.6 4.3 4.0 3.7 

0.50 79.6 39.8 26.5 19.9 15.9 13.3 11.4 9.9 8.8 8.0 7.2 6.6 6.1 5.7 5.3 

                
3. RESULTS AND DISCUSSION 

In this section the authors reveal the results of two modelling 
studies. First, the mathematical model of the FD damper is veri-
fied experimentally. Second, the QCM based analysis is carried 
out to access the influence of the FD-damper on comfort and 
safety metrics. 

3.1. FD damper model verification 

The accuracy of the model is verified by comparing the damp-
ing forces from obtained during the experiments and those in the 
simulations. The comparison is carried out in the form of static 
force–velocity plots as well as force–velocity and force–
displacement diagrams, respectively. This is a popular method of 
evaluating damper models in the literature [11, 24, 25]. 
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The obtained results are presented in Figs 12–14. In more de-
tail, Figs 12 and 13 illustrate the output of the model in the form of 
force–velocity and force–displacement plots, respectively, at three 
various excitation frequencies f = {1, 6, 12} Hz and the two peak 

velocities v = {0.25, 0.50} m/s. Finally, Fig. 14 shows the static 
force-velocity and force-frequency curves at various frequencies 
and velocities. 

 
Fig. 12. Model vs experiment, v = 0.25 m/s – (a) force vs velocity, (b) force vs displacement 

 

Fig. 13. Model vs experiment, v = 0.50 m/s – (a) force vs velocity, (b) force vs displacement 

 

Fig. 14. Model vs experiment; variation of the damping force with frequency and velocity (a) force vs velocity plot,  
(b) force falloff (force vs frequency) diagram

In order to assess the model’s accuracy in predicting the out-
put of the analysed FD damper, relative error metrics were calcu-
lated according to the equation below: 

𝛿 =
|𝐹𝑒𝑥𝑝−𝐹𝑠𝑦𝑚|

𝐹𝑒𝑥𝑝
∙ 100%                        (24) 

where Fexp and Fsym are damping force values obtained from ex-
perimental and simulation tests, respectively. The results are 
presented in Tab. 4. As shown, the mismatch varies from 0% to 
nearly 17%. It should be noted, however, that the largest error 
value is obtained at low damper velocities, where the forces are 
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small (~200 N). The average error value over the entire frequency 
range for the velocities from 0.15 m/s to 0.50 m/s is 4%. 

Our analysis of the obtained data shows that at the smallest 
input velocity of 0.05 m/s the force variation against the frequency 
is almost negligible. However, as the frequency of the input in-

creases the output forces degrade gradually by 400 N. Consider-
ing the conte  nts of Tab. 4, the best agreement at the velocities is 
obtained at the input velocities >0.05 m/s. It is also evident from 
the data that the model maintains the typical performance of a 
passive damper at the lowest frequency. This effect is the most 
distinctive feature of the FD technology, which sets them apart 
from the rest of the adaptive dampers. Due to this feature, FD 

damper application in a suspension may ensure good support for 
the vehicle body at low frequencies. On the other hand, at high 
frequencies, the damping force is built up much more slowly over 
time, so that the energy of small but frequent vibrations is not 
transferred to the body, which in turn ensures better comfort. The 
above comparison of the simulation results and the experimental 
measurements indicates a good match between the output of the 
real damper and its mathematical model. Thus, it can be conclud-
ed that the presented model accurately reflects the functionality of 
the FD type adaptive damper and can be successfully used in 
further research. 

Tab. 4. Relative error metrics 𝛿 (%): model vs experiment 

f [Hz] 

v [m] 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Avg 

0.05 11 9 12 9 11 12 15 13 12 13 12 13 15 17 17 13 

0.15 8 8 6 1 6 10 12 14 13 14 10 10 10 5 4 9 

0.20 2 2 4 4 6 4 6 6 6 6 6 5 4 4 4 5 

0.25 0 0 1 3 4 3 1 3 2 1 2 3 3 5 3 2 

0.35 1 0 1 1 1 0 0 0 2 4 5 5 9 8 9 3 

0.50 0 1 2 2 1 4 4 5 3 3 2 0 1 2 3 2 

Avg 3 3 4 3 4 5 6 6 6 6 5 5 6 6 6 x 

                 
3.2. Analysis of QCM output 

The definition of vehicle ride comfort refers to the unpleasant 
feelings experienced by vehicle passengers and caused by vibra-
tions. It is often evaluated by means of the weighted root-mean-
square (RMS) acceleration of the sprung mass according to the 
following equation [29, 31, 32]: 

𝑅𝑀𝑆(𝑧1̈) = √
∫ 𝑧1̈

2(𝑡)𝑑𝑡
𝑇
0

𝑇
                                       (25) 

where T is the simulation time. In order to compare damping 
effectiveness of FD damper in relation to a conventional one in 
terms of ride comfort, a reduction factor is calculated as follows: 

𝛿𝑅𝑀𝑆(𝑧1̈) = (1 −
𝑅𝑀𝑆(�̈�1−𝐹𝐷)

𝑅𝑀𝑆(�̈�1−𝐶)
)   100%        (26) 

where 𝑅𝑀𝑆(�̈�1−𝐹𝐷) and 𝑅𝑀𝑆(�̈�1−𝐶) refer to the calculated 
RMS values involving FD and conventional damper scenarios, 
respectively.  

Next, vehicle’s road holding ability directly depends on the 
tire’s ability to stay in contact with the road and to transfer both 
longitudinal and lateral forces. One commonly used indicator of 
this performance is the value of the tire normal force Ti, which 
influences the friction between the tire and the road surface. In 
this context, the aim is to obtain the highest possible force with a 
stable course. On the other hand, too much force, especially when 
dynamic overloads occur, can damage the suspension compo-
nents. In this paper, road holding indicators are calculated and 
compared in a manner similar to the ride comfort metric presented 

above. For this purpose, the variable 𝑧1̈ is replaced by Ft in the 
Eqs (25) and (26) and so the following road-holding metrics are 
obtained: 

𝑅𝑀𝑆(𝐹𝑡) = √
∫ 𝐹𝑡

2(𝑡)𝑑𝑡
𝑇
0

𝑇
                                                     (27) 

𝛿𝑅𝑀𝑆(𝐹𝑡) = (1 −
𝑅𝑀𝑆(𝐹𝑡−𝐹𝐷)

𝑅𝑀𝑆(𝐹𝑡−𝐶)
)   100%        (28) 

It should be noted that more elaborate evaluation methods ex-
ist for both ride comfort and road-holding metrics for passenger 
vehicles [30, 33–35]. However, for the purpose of this study, 
which is a preliminary research preceding more elaborated ones, 
the authors have decided to use the fundamental metrics. 

Fig. 15 highlights exemplary sections of the acceleration 𝑧1̈ 
and the force Ft in time domain, obtained for the ISO C–D road 
profile and the vehicle’s horizontal velocity of 72 km/h. Fig. 16 
presents a summary of the examined RMS metrics. 

On analysing the results, it becomes evident that an FD 
damper’s QCM is most effective when driven on middle-class 
quality roads. Note, however, that the study is limited to one spe-
cific FD damper tuning only. In the examined case up to 12% 

reduction in 𝑅𝑀𝑆(𝑧1̈) can be observed with the average impact 
of 2.7% on road holding performance. When driven on good 
quality roads, the comfort level is increased up to 7% with a negli-
gibly small impact on safety. The biggest yet still small impact of 
the FD damper on tire loads can be observed when driven on 
poor quality road of the E–F ISO class. It should be noted, how-
ever, that at high driving speeds, this effect is highly beneficial, as 
it protects the tire from overloading, as in this case the dynamic 
tire loads reach up to 150% of the tire static load. In particular, 
examining the contents of Fig. 15, it can be easily observed that 
the time history of acceleration is much smoother in the case of 
the FD-based QCM. As seen, most of the sharp peaks are re-
moved, which may be beneficial not only for the passenger’s 
comfort but also for improvement in noise/harshness; acceleration 
peaks are reduced by up to 40% (see Fig. 15 at t = 3.02 s).
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Fig. 15. Time history of (a) body vertical acceleration z1̈ and (b) tire normal force Ft: conventional damper vs FD damper; profile – ISO C–D at 72 km/h 

 
Fig. 16. RMS and δRMS metrics: (a) vehicle body acceleration z1̈, (b) tire normal force Ft

4. CONCLUSIONS 

The purpose of the present study was to provide a dynamic, 
experimentally verified, functional model of a twin-tube FD damper 
and to examine its impact on vehicle ride comfort and safety. To 
the best knowledge of the authors, the hydraulic circuit of the 
presented model of the FD damper corresponds to the existing 
solutions available on the automotive market; the model assumes 
the presence of the FD valve housed within the piston valve as-
sembly and operating on the rebound side of the piston valve in 
parallel to the main valve assembly. The developed model was 
verified experimentally across a wide range of frequencies and 
velocity inputs. It copies the essential features of FD type valving 
systems, that is, reduction of pressures with the increase of the 
excitation input frequency. The model is of functional character 
and presents the principle of operation on which the FD damper 
technologies are based. It is not design nor configuration oriented. 

Furthermore, the simulation studies conducted by means of 
simple QCM models indicate that the use of the FD damper in 
vehicles results in improved driving comfort levels with a negligible 
impact on road holding performance. Depending on the type of 

surface and driving conditions, the improvement in comfort levels 
is up to 12%, while the impact on safety does not exceed 4%. In 
all examined cases, the trade-off between comfort and safety 
favours the use of FD dampers. The improvements in comfort 
metrics are supported not only by the obtained RMS values of the 
body acceleration, but also by the fact that their peak values are 
smoothed and significantly reduced. Therefore, further improve-
ment in terms of noise and harshness are likely. It must be noted, 
however, that the research presented in this paper covers one 
specific case of a vehicle and damper and so broader research 
must be conducted in order to generalise the conclusions. 

The presented model is novel. To our knowledge, no math 
models of FD type suspension dampers capable of copying the 
damping force variation with the frequency of the excitation have 
been developed so far. The FD technology has been present on 
the automotive market for the last 20 years (mostly as aftermarket 
solutions) and it has gained the approval of the OEMs recently as 
the industry tends to seek new solutions in on-going efforts to 
meet the customer expectations in terms of comfort, handling and 
NVH using passive damping technologies. The FD dampers may 
fill in the gap between the conventional passive suspension sys-



Bartłomiej Franczyk, Janusz Gołdasz          DOI 10.2478/ama-2024-0045 

Modeling and Experimental Study of a Passive Frequency-Dependent Vehicle Suspension Damper 

418 

tems and more sophisticated state-of-the-art electronically con-
trolled real-time ones. The technology is simple yet effective and 
easy to integrate into the existing passive valve assemblies. As 
such, a model that is capable of copying the dynamic behaviour of 
such valves may be a valuable asset in the vehicle development 
work. 

Finally, the authors plan to develop a parametric model of the 
FD valve linked to the geometry of a specific FD valve concept so 
that the model can be an aid in the valve development and engi-
neering process. 
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Abstract: The development of additive manufacturing (AM) techniques has sparked interest in porous structures that can be customized  
in terms of size, shape, and arrangement of pores. Porous lattice structure (LS, called also lattice struct) offer superior specific stiffness 
and strength, making them ideal components for lightweight products with energy absorption and heat transfer capabilities. They find  
applications in industries such as aerospace, aeronautics, automotive, and bone ingrowth applications. One of the main advantages  
of additive manufacturing is the freedom of design, control over geometry and architecture, cost and time savings, waste reduction,  
and product customization. However, the designation of appropriate struct/pore geometry to achieve the desired properties and structure 
remains a challenge. In this part of the study, five lattice structs with various pore sizes, with two volume fractions for each, and shapes  
(ellipsoidal, helical, X-shape, trapezoidal, and triangular) were designed and manufactured using selective laser sintering (SLS) additive 
manufacturing technology. Mechanical properties were tested through uniaxial compression, and the apparent stress-strain curves  
were analyzed. The results showed that the compression tests revealed both monotonic and non-monotonic stress-strain curves, indicating 
different compression behaviors among the structures. The helical structure exhibited the highest resistance to compression,  
while other structures showed similarities in their mechanical properties. In Part II of this study provides a comprehensive analysis  
of these findings, emphasizing the potential of purpose-designed porous structures for various engineering applications. 

Key words:  Additive manufacturing (AM), porous structures, lattice structs, selective laser sintering, mechanical properties

1. INTRODUCTION 

Development of additive manufacturing (AM) (also known as 
3D printing) techniques stimulated interest in porous structures 
which can be designed in terms of size, shape, and arrangement 
of pores. Of special importance are porous structures composed 
of repeating cellular units - typically generated by a periodic ar-
rangement of beams/struts forming a three-dimensional frame-
work. Superior specific stiffness and strength of lattice structures 
(LS, called lattice struct) make them ideal components of light-
weight products, which may have the capacity for energy absorp-
tion and efficient heat transfer. They are thus widely used in in-
dustries such as aerospace, aeronautic and automotive. Their low 
mass, tunable elastic modulus, and porous nature make them 
suitable for bone ingrowth applications (1–3). Some of the key 
advantages of these methods over standard techniques of fabrica-
tion of porous materials are design freedom, full control of geome-
try and architecture, time and cost saving, waste reduction, and 
the possibility of product customization. Currently, available 3D 
printing devices allow for the fabrication of products from materials 
such as metal, ceramics, polymers, and composites. The chal-
lenge remains the selection of appropriate technology and pro-
cess parameters assuring the required properties and structure of 
printed artifacts (4–7). 

Selective laser sintering (SLS) is one of the common methods 
of additive manufacturing. The most commonly employed material 

in SLS printing technology offered by EOS is Polyamide (PA-
2200). The other materials include TPU 1301, PA-3200 GF 
(blends polyamide with glass fiber), Alumide (based on PA12 with 
aluminum), and PA 2210 FR. Its distinct characteristic is that 
particles of powdered substrate are sintered by a laser beam with 
no formation of liquid phase. This allows for the fabrication of 
material-wise highly uniform structures of highly complex architec-
ture (8). Ultra-lightweight elements of controlled porosity can be 
printed by SLS, which are the subject of the current paper, in 
which we focus on attention on fine-tuning mechanical properties 
of lattice-type porous structure by adjusting the size, shape, and 
arrangement of pores. 

Numerous studies have been conducted by researchers to 
explore the design and fabrication of porous structures. Dong et al 
(9) made a wide review to collect the affecting parameters on the 
fabrication of LS. Mantachie et al (10) conducted a research study 
focusing on the mechanical response of Selective Laser Melting 
(SLM) lattice structs. Their work aimed to address the lack of an 
overarching analysis of the mechanical properties of the particular 
lattice structures. Through a comprehensive review of experi-
mental data, Mantachie provided valuable insights into the design, 
fabrication, and performance of SLM lattice structs, encompassing 
their mechanical, electrical, thermal, and acoustic properties. The 
studies can be replicated with the various researches (11–14). 
Some of these studies are focused on limitations (capacity) fabri-
cation of porous structures. Yuan et al. (15) prepared a review of 
additive manufacturing of polymeric composites from material 
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processing to structural design. It may be also a comprehensive 
guide to the stakeholders who want to utilize or develop an AM 
process for polymeric composites. Supporting this study, Hossain 
et al. (16) addressed the limitations of typical periodic unit cells in 
porous structures created through laser powder bed fusion (PBF) 
additive manufacturing. They introduced modifications to create 
isotropic stochastic porous structures, and identified a remaining 
limitation in the standard deviation of the elastic modulus values. 
While the structures showed an improved isotropy and potential 
for lightweighting and biomaterial applications, further refinement 
is needed to enhance consistency in their mechanical perfor-
mance. Both studies contribute valuable knowledge and fill exist-
ing gaps in the field. Efforts have been made by researchers to 
overcome these limitations by refining the processing parameters 
and improving the porous geometry as well as the mechanical 
characteristics. This represents an improvement in the thermal 
and mechanical characteristics of porous structures. To date, 
several studies have been conducted in this area. Han et al. (17) 
conducted a thorough review of LS, encompassing their proper-
ties, applications, and fabrication methods. They categorized 
lattice structures as uniform and non-uniform and examine differ-
ent design approaches, including geometric unit cell-based, math-
ematical algorithm-generated, and topology optimization methods. 
The authors also investigated gradient and topology optimization 
techniques for non-uniform lattice structs and offer insights into 
the future development of this field. Supporting this research, 
several studies were conducted to optimize/characterize the 
structures (18–23). In particular, the compressive behavior of the 
lattice structs (24–26).  

In this study, we designed lattice structures (LS) with two dif-
ferent pore sizes, 1.4 mm, and 1.9 mm, and incorporated five 
different pore shapes; ellipsoidal, helix, x-shapes, trapezoid, 
triangle in terms of unit cells. Subsequently, these designs were 
fabricated using SLS printing technology. To elucidate the impact 

of pore shape on mechanical properties, compression tests were 
conducted for each structure. 

Initially, the density of the fabricated structures was computed. 
Following this, a microscopic examination was conducted to iden-
tify any manufacturing anomalies. Subsequently, uniaxial com-
pression was applied to the structures. Notably, characteristic 
features of the apparent stress-strain curves derived from the 
compression tests were analyzed for each structure. Finally, the 
applied load, in tandem with the resulting strains, was quantified 
as a function of their relative density. The results were detailly 
discussed. 

2. MATERIALS AND METHODS 

2.1. Modelling the Lattices 

Five types of 3D lattices with different geometry of the pores 
have been designed. SolidWorks was employed to create these 
lattices structures. The types can be described as having cell units 
based on and illustrated in Fig 1:  

 ellipsoidal, 

 helix, 

 x-shape, 

 trapezoid, 

 triangle. 
Each type specimens were printed in the form of cubes 30 x 

30 x 30 mm. Two volume fractions for each structure were ob-
tained under conditions of constant size of the pores of 1.4 and 
1.9 mm. The corresponding specimens for each structure type are 
designated as HP (high porosity) and LP (low porosity), respec-
tively. 

 
Fig 1. Designed CAD models of lattice structs: (A-C) ellipsoidal , (D-F) helical, (G-I) X-shape, (J-L) trapezoidal, (M-O) triangular, LP (A, D, G, J, M), HP  

(B, E, H, K, N), representative cross sections (C, F, I, L, O) 
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Fig 2. Single cells of lattice structs: (A-B) ellipsoidal , (C-D) helical, (E-F) X-shape, (G-H) trapezoidal, (I-J) triangular, LP (A, C, E, G, I), HP (B, D, F, H, J)

2.2. Fabrication 

Lattice structs have been fabricated with SLS 3D printer EOS 
P395 (EOS GmbH Electro Optical Systems, Germany). The struc-
tures were positioned with the same orientation on the bed. The 
schematical illustration of the printing process is given in Fig 3. 
Printing process parameters, given in Tab. 1, were kept constant.  

Polyamide (PA 2200), used in the present study is one of the 
most commonly employed material in Selective Laser Sintering 
(SLS) printing technology offered by EOS. This synthetic thermo-
plastic polymer has a high biocompatibility, flexibility, hygroscopic-
ity, good chemical resistance as well as high strength and hard-
ness. Selected mechanical properties of polyamide are listed in 
Tab. 2. 

Tab. 1. Parameters of the printing process 

Parameters Unit Value 

Proportions of the virgin/recycled powder % 50/50 

Laser power W 30 

Process temperature °C 175.5 

Temperature of the working chamber °C 130 

Layer thickness mm 0.12 

Material shrinkage 

along the X axis 

% 

3.23 

along the Y axis 3.24 

along the Z axis (0) 2.55 

along the Z axis (600) 1.4 

Tab. 2. Mechanical properties of PA 2200 

Mechanical properties Value Unit 

Density 930 kg/m3 

Tensile strength 48 MPa 

Tensile Modulus 1650 MPa 

Strain at break 18 % 

Melting temperature (20℃/min) 176 ºC 

Shore D hardness 75 — 

Powder size 60 µm 

 

 
Fig 3. The schematic illustration of the printing process 

2.3. Compression Test 

The compression test was conducted utilizing 322 MTS Load 
Unit testing machine, incorporating a video extensometer, Aramis 
3D (4M), to capture strain localization precisely. The lattice struc-
tures were positioned on the platform of the testing machine, and 
deformation was initiated by imparting a motion of 0.05 mm/sec 
along the -Y direction. A schematic illustration of the compression 
test is presented in Fig. 4. Data acquisition during the test was 
performed by the video extensometer, recording at a rate of 5 
images per second to ensure accurate deformation measurement. 

 
Fig. 4.   Schematical illustration of the compression test and a view from 

the Aramis video extensometer. 
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3. RESULTS AND DISCUSSION 

Surface quality of printed specimens was verified with digital 
microscope (Tagarno Magnus Prestige FHD). Single, un-sintered 
powder particles were observed between the lattice struts (indi-
cated with arrows in Fig. 5). Mathematical statistical tools were not 
used due to their very small numbers. It has been assumed that 
these rarely found printing flaws have negligible effect under 
conditions of compression tests.The arithmetical value of 3 meas-
urements was taken as the tests results. 

The mass of the printed structures, apparent density and po-
rosity are listed in Tab. 3 and shown in Fig. 6. The values of den-
sity and porosity of the manufactured samples in Tab.3 was based 
on the Archimedes law. The highest density/lowest porosity fea-
tures X-shape LP – 1.03 g/mm3. The HP trapezoidal has the 
lowest apparent density of 0.647g/ mm3.  

As can be seen from Fig. 6, experimental porosity of the print-
ed specimens ranges from 50.46 to 82% and theoretical porosity 
from 45 to 72%. Experimental porosities of the printed structures 
have been compared with the theoretical values obtained from 
CAD modelling – see Fig. 6. It can be concluded that experimental 
values were higher than predicted from CAD data, apart from 
helical. Higher than predicted porosity of print-outs can be ex-
plained in terms of the effect of struts surface roughness. 

Forces applied in compression tests have been analyzed in 
terms of apparent stress, defined as force divided by cube surface 
area, as function of strain, defined as reduction in cube height. 
The stress and strain curves for each structure were plotted in Fig. 
7. The solid curves present for LP variants and the dashed for HP 
ones. 

 

Fig. 5:   Digital microscope images of manufactured structures: (A-B) ellipsoidal, (C-D) helical, (E-F) X-shape, (G-H) trapezoidal, (I-J) triangular, where: LP  
(A, C, E, G, I), HP (B, D, F, H, J); green arrows: single, un-sintered powder particles 

Tab. 3. The average mass, density and porosity of the manufactured       
samples 

Structure 

Mass [g] 
Density 

[g/mm3] 

Porosity 

[%] Type of 
structure 

Porosity 

Ellipsoidal 

LP 
11.23 ± 

0.01 
0.777 59.15 

HP 
9.22 ± 
0.14 

0.750 62.90 

Helical 

LP 
13.11 ± 

0.68 
1.03 66.24 

HP 
12.33 ± 

0.22 
0.879 66.71 

X-shape 

LP 
8.77 ± 
0.20 

0.819 50.46 

HP 
8.43 ± 
0.06 

0.799 51.57 

Trapezoidal 
LP 6.4 ± 0.22 0.675 73.32 

HP 4.4 ± 0.07 0.647 82.82 

Triangular 

LP 
10.09 ± 

0.36 
0.828 60.35 

HP 
7.33 ± 
0.10 

0.704 65.99 

 
Fig. 6. Porosities of the examined structures 
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Fig. 7. Stress-strain curves for the samples of the investigated structures 

Two types of curves can be distinguished in Fig. 7: (a) mono-
tonic (arrows) and (b) non-monotonic (triangle). To elucidate 
differences in the compression behavior of various structures, 
analyses were carried out of apparent stresses at 5 and 15% of 
apparent strain. The stress values were normalized by the density 
of a given samples. The results are presented in Tab. 4 and  

Tab. 5, for monotonic and non-monotonic curves. 
It can be concluded that the tested structures show compara-

ble mechanical properties to previously tested structures with 
similar parameters, however different unit cells made by using 
SLS printing technology. Change in pore size and architecture 
contributed to a decrease/increase in the analyzed mechanical 
values. The experimental Young's modulus of lattice structs in 
previous studies ranged from 102.63 to 335.14 MPa. The yield 
strength of lattice structs ranges from 2.07 to 13.73 MPa. The 
structures examined in the article are characterized by a Young's 
modulus of 47.54 -544.12 MPa and a yield strength of 0.935-9.95 
MPa (27). Han et al. (28) developed a graded structure through. 
They established a mathematical correlation between graded 
porosity and compressive properties. By adjusting the graded 
volume fraction, the elastic modulus and yield strength of the 
structures can be customized within the range of 0.28–0.59 GPa 
and 3.79–17.75 MPa, respectively. 

Tab. 4. Normalized values of forces for monotonic parts 

Structure Porosity 
F5% 

[
𝒌𝑵

𝒈/𝒎𝒎𝟑
] 

F15% 

[
𝒌𝑵

𝒈/𝒎𝒎𝟑
] 

Young’s 
modulus 

[
𝑮𝑷𝒂

𝒈/𝒎𝒎𝟑
] 

Initial 
stiffness 

[
𝟏

𝒈/𝒎𝒎𝟑
] 

Ellipsoidal 
LP 9.27 12.32 0.72 1413.71 

HP 5.2 - 0.47 463.28 

Helical 
LP 14.18 19.58 1.16 2395.3 

HP 16.49 22.08 1.44 2025.1 

X-shape 
LP 5.19 5.58 0.56 1109.86 

HP 2.75 3.17 0.23 299.73 

Triangular 
LP 3.31 5.21 0.25 339.44 

HP 2.83 4.08 0.38 235.56 

 

Tab. 5. Normalized values of forces for non-monotonic parts 

Stru-
cture 

Poro-
sity 

F max 

[
𝒌𝑵

𝒈/𝒎𝒎𝟑
] 

F min 

[
𝒌𝑵

𝒈/𝒎𝒎𝟑
] 

F5% 

[
𝒌𝑵

𝒈/𝒎𝒎𝟑
] 

F15% 

[
𝒌𝑵

𝒈/𝒎𝒎𝟑

] 

Initial 
stiffness 

[
𝟏

𝒈/𝒎𝒎𝟑
] 

Trape
zo-idal 

LP 4.22 1.79 3.32 2.00 633.66 

HP 2.55 0.87 2.22 1.07 496.31 

Tab. 6.  Values of forces for all tested structure 

Structure Porosity 

Young’s 

modulus 

[MPa] 

Yield 

strength 

[MPa] 

Ellipsoidal 
LP 492,23 3,05 

HP 126,09 2,63 

Helical 
LP 352,92 9,09 

HP 544,12 9,95 

X-shape 
LP 306,42 2,422 

HP 70,176 1,57 

Trapezoidal 
LP 56,247 2,066 

HP 47,536 1,368 

Triangular 
LP 83,972 1,856 

HP 59,64 0,935 

 
The highest value of the force for 5% deformation was ob-

tained for the helical with LP porosity - 16.49 kN/(g/mm3).  The 
non-monotonic structure helical and trapezoidal have similar 
values of the force Fmax. The highest values of the Fmax were 
obtained for LP X-shape, equal to 6.77 kN/(g/mm3). Additionally, 
for non-monotonic structures, the minimal force Fmin was calculat-
ed. HP trapezoidal has the highest value of this parameter, equal 
to 0.87 kN/(g/mm3). 

Structures ellipsoidal, X-shape, trapezoidal and triangular 
were characterized by a high similarity of the obtained values of 
the initial stiffness (see in Fig. 8). The highest values of the initial 
stiffness were obtained for monotonic LP helical equal to 2395.3 
(1/g/mm3). In all specimens the initial stiffness dropped with the 
increasing porosity. 
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By analyzing the values of normalized forces obtained for 15% 
deformation a high similarity of the obtained values for porous X-
shape and trapezoidal was observed. The highest value of the 
force for 15% deformation was measured for LP helical, equal to 
22.08 kN/(g/mm3) (see in Fig. 9). All obtained values of compres-

sion force under 15% of strain were plotted in Fig. 9. This plot 
allows to notice distinct compression resistance of helical. Also, it 
can be noted that unlike in the case of structures X-shape, trape-
zoidal, triangular, higher compression force has been measured 
for HP case. 

 

Fig. 8. Initial stiffness for structure with size of the pore 1.4 and 1.9 mm; black arrows: increase/decrease in values 

 
Fig. 9. F for 15% strain for structure with size of the pore 1.4 and 1.9 mm; black arrows: increase/decrease in values 

In Tab. 7 - 16, the strains as a result of deformation in both 
direction , X and Y, are given for each structure. To measure 
the displacement, the two points were selected in X and Y 
direction and the distance between these points is given in Liy 
and Lix columns for unloaded condition, Lfy and Lfx for after 
10% of deformation. For each structure, the displacement 
values in both the Y and X directions and the corresponding 
stresses give information about their mechanical behavior. 
Under 0% strain, the measurements represent the initial 
configurations of the structures and show no deformation. In 
contrast, under 10% strain, the displacement values show the 
response of the shapes to external forces and show the extent 

of deformation, with strain values measuring this change. It 
can be noted that all structures showcase a positive Poisson's 
ratio in response to deformation. Under a 10% strain, the 
strains in the X-direction remain uniform among the ellipsoidal, 
X-shaped, trapezoidal, and triangular structures, each 
registering a 1% strain. However, the helical structure differs 
from other structures, showing a difference of 1% between LP 
and HP configurations. Specifically, the LP helical structure 
shows a 2% strain, while the HP exhibits a 3% strain. As 
previously noted, in this comparative analysis table, the helical 
structure carried a remarkable load of approximately 17 kN 
compared to other structures.  
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Tab. 7. Results of displacement measurements for ellipsoidal – 0% strain 

Ellipsoidal Force [N] Liy [mm] 
Strain 

Y 
Lix [mm] 

Strain 
X 

LP 
0 

17.75 
0 

19.91 
0 

HP 13.64 20.59 

 
Tab. 8.  Results of displacement measurements for ellipsoidal – 10% 

strain 

Ellipsoidal Force [N] Lfy [mm] Strain Y Lfx [mm] 
Strain 

X 

LP 8825.38 15.96 
0.1 

20.22 
0.01 

HP 4637.57 12.28 20.75 

  
Tab. 9. Results of displacement measurements for helical – 0% strain 

Helical Force [N] Liy [mm] Strain Y Lix [mm] 
Strain 

X 

LP 
0 

18.21 
0 

17.69 
0 

HP 14.76 19.97 

 

Tab. 10. Results of displacement measurements for helical – 10% strain 

Helical 
Force 
 [N] 

Lfy [mm] Strain Y Lfx [mm] 
Strain 

X 

LP 17482.67 16.4 
0.1 

18.01 0.02 

HP 18034.79 13.25 20.65 0.03 

 
Tab. 11. Results of displacement measurements for X-shape – 0% strain 

X-Shape Force [N] Liy [mm] Strain Y Lix [mm] 
Strain 

X 

LP 
0 

17.85 
0 

14.02 
0 

HP 24.49 24.89 

 
Tab. 12.   Results of displacement measurements for X-shape – 10%     

strain 

X-Shape Force [N] Lfy [mm] 
Strain 

Y 
Lfx [mm] 

Strain 
X 

LP 5537.68 16.03 
0.1 

14.09 
0.01 

HP 2517.55 22.07 25.24 

 
Tab. 13. Results of displacement measurements for trapezoidal – 0%     

strain 

Trapezoidal 
Force 

[N] 
Liy [mm] Strain Y Lix [mm] 

Strain 
X 

LP 
0 

27.22 
0 

22.6 
0 

HP 21.22 20.54 

 
Tab. 14. Results of displacement measurements for trapezoidal – 10% 

strain 

Trapezoidal 
Force 

[N] 
Lfy [mm] Strain Y Lfx [mm] 

Strain 
X 

LP 3931.84 24.49 
0.1 

22.72 
0.01 

HP 868.04 19.12 20.69 

 

Tab. 15. Results of displacement measurements for triangular – 0% 
strain 

Triangular 
Force 

[N] 
Liy [mm] Strain Y Lix [mm] 

Strain 
X 

LP 
0 

18.44 
0 

20.77 
0 

HP 20.79 20.87 

 
Tab. 16. Results of displacement measurements for triangular – 10% 

strain 

Triangular Force [N] Lfy [mm] Strain Y Lfx [mm] 
Strain 

X 

LP 3661.37 16.59 
0.1 

21.01 
0.01 

HP 3560.75 18.71 21.15 

4. CONCLUSION 

Based on the obtained results for give types of lattice struc-
tures were designed with different pore shapes, with ellipsoidal, X-
shaped, helical, trapezoidal, and triangular cell units, the following 
conclusions were drawn. 

 The surface quality of the printed lattice structures was 
examined using a digital microscope, revealing the presence 
of occasional un-sintered powder particles between the lattice 
struts. These anomalies have a negligible impact on 
compression test results. 

 The tests revealed characteristic stress-strain curves, with 
apparent porosities ranging from 50.46% to 82%, surpassing 
the theoretical values obtained from CAD modeling, except for 
the helical structure. 

 The apparent density and porosity of the structures varied 
across different designs, with the X-shape LP variant 
exhibiting the highest density (1.03 g/mm3) and the HP 
trapezoidal variant having the lowest apparent density (0.647 
g/mm3). 

 Detailed analyses of compression behavior involved 
distinguishing between monotonic and non-monotonic stress-
strain curves. Apparent stress values at 5% and 15% 
apparent strain were normalized by the density of each 
sample. The helical structure, particularly in the LP variant, 
exhibited the highest force for 5% deformation, 16.49 
kN/(g/mm3), while X-shape LP demonstrated the highest force 
for 15% deformation, 22.08 kN/(g/mm3). 

 Initial stiffness values revealed a general decline with 
increasing porosity across all specimens. Notably, the helical 
LP variant displayed the highest initial stiffness (2395.3 
1/g/mm³). Comparative analyses of normalized forces for 15% 
deformation highlighted similarities between porous X-shape 
and trapezoidal structures. 

 It has been shown that porous structure consisting of cell units 
with a helix structure has the most favorable mechanical 
properties. From this end, geometry of the designed structures 
is the main determinant of their mechanical properties in terms 
of the resistance to compression force. 

 Finally, helical structure is characterized by the highest 
resistance to compression. To elucidate this, a comprehensive 
numerical analysis of this finding is extensively investigated in 
Part II. 
As a summary of the study, it can be noted that the results 

indicate a high potential for purpose-designed porous structures to 
meet the requirements of certain applications in areas that require 
low-weight, high-stiffness such as biomedical and aerospace. 
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PART II – NUMERICAL ANALYSIS 
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Abstract: The objective of this study was to investigate pore shape effect on resistance to compression of open porosity lattice structures 
obtained with 3D printing. To this end, three distinct pore architectures were investigated: ellipsoidal, helical and X-shape. Open porosity  
of these structures was 54%, 50% and 60%, respectively. Their mechanical properties were evaluated through compression tests,  
and their behaviours were analysed using finite element modelling (FEM). The results indicated that the pore size has a significant effect 
on the stiffness of cellular structures. It was observed that the helical structure exhibited superior properties among the structures tested 
due to homogenous stress distribution. It was also found that ellipsoidal and x-shape structures are much more sensitive to localisation  
of the deformation. 

Key words: lattice structures, symmetry, 3D printing, porous elements, compression, finite element method

1. INTRODUCTION 

The recent development of 3D printing methods has opened 
new opportunities for the fabrication of open porosity lattice struc-
tures (OPLSs). Such structures generally are characterised by a 
low weight and find applications in a number of products ranging 
from tissue engineering to motor parts (1). 

Generally, the strength of OPLSs depends on the properties 
of printing materials and total porosity (2). Architected porous 
materials, developed to meet strength, stiffness, and toughness 
needs, offer improved mechanical properties, saving on weight 
and costs without compromising structural integrity in various 
engineering domains (3). However, as it is already common 
knowledge for composite materials, OPLSs can be viewed as 
pore-interpenetrated composites; also size, shape and spatial 
arrangement of pores influence their mechanical properties. 
Thirunavukkarasu et al. (4) demonstrated that manipulating topol-
ogy unit cell designs with consistent aspect ratios can enhance 
mechanical performance, resulting in increased critical load toler-
ance, optimised buckling resistance and improved energy dissipa-
tion rates for versatile applications. The influence of pore 
size/shape/distribution, in short, pore architecture, can be ana-
lysed directly by considering the size/shape connectivity of struts, 
which are counterparts to pores in OPLSs. Indirectly, the strength 
of OPLSs can be approached with stereological parameters such 
as the volume fraction of pores, Vv, and their specific surface Sv 
(5). Both approaches are adopted in the present study to infer the 
effect of pore shape on the mechanical properties of OPLSs.  

Analysis of the effect of pore architecture on properties of 
OPLSs presented here is stimulated by results recently reported 
by Bernacka et al.  (6). In part one, five different lattice structures 

with various pore sizes and shapes, with two volume fractions for 
each, and shapes (ellipsoidal, helical, X-shape, trapezoidal and 
triangular) were designed and fabricated using the selective laser 
sintering (SLS) additive manufacturing (AM) method. Mechanical 
properties were tested through uniaxial compression, and the 
apparent stress-strain curves were analysed. In part two, we 
selected three lattice structures, ellipsoidal, helical and X-shape, 
that show outstanding compressive strength properties in the 
compression test. From this end, we include in the analysis as 
reference structures the ones discussed in Ref. (7) and take into 
account the results presented in Refs (8–10). Mechanical proper-
ties we analyse using finite element analysis (FEA) are presented 
in Ref. (11–15). 

2. EXPERIMENTAL MODELING 

In order to investigate the effect of pore size on the properties 
of OPLSs, we studied the properties of three structures with po-
rosity in the range of 50%–60%, as shown in Fig. 1. These struc-
tures have been printed by the SLS method with polyamide (PA-
2200) polymer and tested in compression tests. Results of the 
compression tests have been analysed by finite element model-
ling (FEM), which is nearly routinely used in analyses of mechani-
cal properties of OPLSs  – see for example Refs (15–31). 

The SLS method used here for printing OPLSs is one of AM 
technologies (33,34) Its distinct characteristic is that particles of 
powdered substrate are sintered by a laser beam with no for-
mation of liquid phase. This allows for the fabrication of uniform 
structures of highly complex architecture. Ultra-light weight ele-
ments can be printed of controlled porosity by SLS, which is of 

https://orcid.org/0000-0002-2484-7519
https://orcid.org/0000-0003-3481-0768
https://orcid.org/0000-0002-3994-2957
https://orcid.org/0000-0002-4432-9196
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prime importance for the investigations carried out in the present 
study. 

2.1. Material 

Polyamide (PA-2200), used in the present study, is one of the 
most commonly employed materials in SLS printing technology 
offered by EOS. This synthetic thermoplastic polymer has high 
biocompatibility, flexibility, hygroscopicity, good chemical re-
sistance as well as high strength and hardness. Selected mechan-
ical properties of PA 2200 are listed in Tab. 1. 

Tab. 1. Selected mechanical properties of PA 2200 (35) 

Mechanical properties Value Unit 

Density 930 kg/m3 

Tensile strength 48 MPa 

Tensile modulus 1,650 MPa 

Strain at break 18 % 

Melting temperature (20℃/min) 176 C 

Shore D hardness 75 — 

Powder size 60 µm 

2.2. Stereological parameters of designed structures 

Three 3D lattice structures with distinctly different shapes of 
pores and degree of symmetry have been designed using CAD 
software SolidWorks. The size of the porosities was 1.9 mm for 
each lattice. The geometry of the designed lattices is depicted in 
Fig. 1.  

 
Fig. 1.   Lattice structures investigated in this study and pore pathways 

along compression direction 

Based on the shape of pores, one can be describe the struc-
tures presented in Fig. 1 as having cell units of:  

 ellipsoidal,  

 helical, 

 X-shape. 
Visually recognisable differences in the geometry of the three 

cell structures shown in Fig. 1 can quantified using principles of 
stereology – see for example Ref. (5). For cell structures like the 
ones analysed here, it is rational to focus attention on the pores, 
which account for more than 50% of their volume. Since pores are 
3-dimensional features, their geometry can be quantified in terms 
of volume fraction, VV, size (e.g., equivalent diameter) and shape 
(using any of shape factors described in the literature). It should 

be noted, however, that unlike in the case of close pores, size of 
pores in OPLSs from stereological point of view is an ill-defined 
parameter. This is because in OPLS there is one pore percolating 
throughout the structure of interest, and geometrical dimension of 
such pores depends on the size of structure. In this situation, pore 
surface to pore volume, SV, is used, the value of which does not 
depend on the physical dimensions of the open porosity structure 
of interest. It does not depend on the size of the structure. Its 
value increases with the decreasing distance in between the struts 
forming the lattice structure.  

Stereological considerations show that parameter SV has can 
also be used to calculate a mean intercept length of porosity, i.e. 
average length of randomly oriented and positioned secants 

drawn across porosity in a given structure, l,̅ using the following 
stereological relationship: 

𝑙 ̅ = 2/𝑆𝑉 

Regarding shape of open porosity pores, it can be described 
by tortuosity; it is defined as the ratio of actual flow path length to 
the straight distance between the ends of the flow path. Taking 
into account symmetry of the structures of interest, we defined 
tortuosity in the way as shown in Fig. 1, i.e., by the ratio of actual 
vertical channel length to edge length. 

The designed lattice structures were printed into cubes of di-

mensions 30 mm  30 mm  30 mm with similar porosity. In the 
analyses of their resistance to compression, applied force and 
average stress were normalised by porosity to set a stage for 
extracting a possible pore size effect. Values of the above-
described stereological parameters for the designed structures 
are listed in Tab. 2. 

Tab. 2. Stereological parameters of designed lattice structures 

Structure 
Porosity 

[%] 
Sv [1/mm] �̅� [mm] L/L0 

Ellipsoidal 54 3.62 7.24 1 

Helical 50 2.22 4.44 1.2 

X-shape 60 2.44 4.88 1.4 

It can be noted from Tab. 1 that all the structures differ in 
pores volume fraction, which is highest for X-Shape, pore size, 
which is lowest for helical structure and shape/tortuosity, which is 
highest for ellipsoidal. 

2.3. Compression tests and FEM 

Compression tests of the lattice structures were carried out 
using the SHIMADZU 322 MTS Load Unit with a deflection rate of 
1 mm/min, and the video extensometer ARAMIS 3D 4M was used 
to investigate the deformation. The recorded data were imple-
mented by GOM Correlate software. Compression force-
displacement curves were normalised to compression stress-
compression strain ones. To this end, applied force was divided 

by surface of cube (30 mm  30 mm) and induced displacement 
by cube edge length. Further experimental details can be found in 
a paper by M. Bernacka (6). 

The compression behaviours of the printed lattice structures 
were analysed using Marc Mentat FEA software (36). Schematic 
explanation of modelling is given in Fig. 2. A tetrahedron element 
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type was utilised to generate the mesh of the lattice structures. 
The average number of elements was 250,000 for each structure. 
Compression of the structures was modelled by applying up to 
20% reduction of height induced with rigid plates. FEM results 
were analysed in terms of macroscopic stress-strain relationships 
for three geometries of interest. 

a    b 

Fig. 2.  Schematic explanation of: (a) compression test FEA model, (b) 

mesh view of each structures. FEA, finite element analysis 

Nonlinear elastic-plastic properties evaluated of the printed 
structure were established through the curve a fitting method. The 
experimental results obtained in tensile tests of bulk coupled with 
PA 2200 as reported in Ref. (37). Results of this curve fitting 
exercise are shown in Fig. 3. A fully satisfactory agreement be-
tween experimental and modelled tensile curves was obtained, 
which rationalized the use of the numerical approximation of 
elastic-plastic properties obtained in further computations. 

In FEA, we used 10 mm  10 mm  10 mm cells representa-
tive for lattice structures of interest. In modelling compression 
tests, these cells were placed between two rigid stamps. 

 
Fig. 3.   Experimental and FEM tensile test curves. FEM, finite element 

modelling, Exp, experimental test 

3. RESULTS 

The stress-strain curves obtained in compression tests for the 
three structures investigated here are shown in Fig. 4 together 
with FEM modelling. 

The results shown in Fig. 4 indicate that the helical lattice 

structure exhibits significantly higher resistance to compression 

than the other two structures. The compressive strength and 

stress were normalised by dividing the density of the lattice struc-

ture. Therefore, specific strength and specific stress were ob-

tained (see Tab. 3). Based on the calculation, the helical structure 

has outstanding properties, in terms of specific stress 33,850 

MPa/g/mm3 and specific strength 3,386 kN/g/mm3, compared with 

ellipsoidal and X-shape (see in Fig. 5). 

 
Fig. 4.   Experimental compression stress-strain curves – solid lines, 

broken lines show results of FEA. FEA, finite element analysis 

and, EXP, experimental analysis 

Tab. 3.  Compressive stress, at 2% of deformation and volume of lattice  
structures 
Structure 

property 
Ellipsoidal Helical X-Shape 

Volume 

(mm3) 
408.161 495.531 390.222 

Compressive stress at the 

strain 2% 

(MPa) 

8.2 11.0 4.1 

Compressive force at the 

strain 2% 

(kN) 

0.8 1.1 0.4 

Density of structures 

(gr/cm3) 
0.38 0.46 0.36 

  
a 

 
b 

Fig. 5. (a) Specific stress and (b) specific strength of OPLSs. 
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An interesting observation can be made when analysing data 
in Fig. 4 that there is a major difference as far as agreement 
between the experimental values and the one obtained with FEM 
is concerned. FEM of compression of helical structure agrees well 
with experimental stress-strain curve. On the other hand, in the 
case of the other two structures, FEM grossly overestimated 
experimentally measured compression stress. Since FEM is an 
established tool for modelling deformation of composite materials, 
we consider the disagreement of numerical and experimental data 
for two OPLSs studied here as having background in physical 
properties and not as numerical error. In the following section, we 
provide explanation of these disparities. 

4. DISSCUSION 

One can discuss results presented here in terms of a relation-
ship between stereological parameters of the investigated struc-
tures and their resistance to compression. Although with three 
structures differing in volume fraction, size and shape of pores, it 
is not possible to precisely determine character and parameters of 
the relationship governing their properties; there is a clear indica-
tion of the effect of pore size on the compression test. As can be 
noted, the ellipsoidal structure with the largest size of pores shows 
the lowest resistance to the compression stress. 

 To elucidate the effect of pore size on compression of the 
structures of interest, normalized compression stress for 20% 

deformation (σ’) is plotted in Fig. 6 against 1/√l, Fig. 6a, and 1/𝑙 
Fig. 6b. These two plots are expected to linearise relationship 
between l and compression stress under two possible approach-
es. First, one can expect flow stress – size of pore relationship – 
as predicted by Hall-Petch who derived dependence of flow stress 
on the size of grains in metals. The other possible approach is 
based on mechanics of composites, under assumption that the 
struts of cellular structures can be as consisting of near surface 
layer of some physically defined thickness and the core. If this is 

the case, 1/l̅ = 𝑆𝑉 and determines the relative content of near 
surface zone. 

It can be noted from the plot in Fig. 6 that both model relation-
ships give reasonable agreement with experimental data. Obvi-
ously, with only three data points, it is difficult to draw conclusions; 
however, we suggest that the composite approach as shown in 
Fig. 6b gives a better agreement. 

In the further discussion of the results presented in Fig. 4, we 
concentrate attention on two issues: (1) experimentally measured 
lower compression stress of elliptical and X-shape structures and 
(2) disparity between experimental and numerical results. 

To explain differences in resistance to compression and the 
reasons for disagreement between experimental and modelled 
response to compression in the case of elliptical and X-shape 
OPLSs, we have analysed stress and strain distributions in the 
OPLS of interest and re-visited experimental detail of their com-
pression tests. 

Stress and strain distributions in the ellipsoid, helical and X-
shaped structures computed with finite element method are 
shown in Fig. 7 and 8, respectively, for strain of 20%, (a reduction 
in height of the compressed cube). In analysing both stress and 
strain, we focused attention of homogeneity of their spatial distri-
bution over the struts forming lattice structures.  

  

 

Fig. 6.   Normalised stress with respect to average intercept length  

of porosity: (a) 1/√𝒍 and (b) 1/�̅� 

 

Fig. 7. Equivalent stress distributions for 20% of deformation 

 
Fig. 8.  Stress distribution by the value of equivalent stress exceeding  

 the average equivalent by 10%, 20% and 50% 
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 Graphical illustration (mapping) of equivalent stresses shown 
in Fig. 7 allows us to conclude that in the case of helical struc-
tures, stresses generated by compression are more uniformly 
distributed over the polymeric material forming the respective 
lattices. Helical type of cells increased the absolute stiffness and 
strength against the applied load ( ). One should also note that the 
stress concentrations are particularly high in the part of the struc-
tures in direct contact with load applying rigid stamps (see  
in Fig. 7 ). 

In Fig. 8, the equivalent stress distribution on the OPLSs ex-
ceeding by 10%, 20% and 50% values of average stress and 
volume of the lattice elements carrying stress exceeding average 
value were calculated accordingly. The grey regions remained 
below the threshold stress values, and these regions were not 
included in the volume calculation.  

These qualitative observations can be quantified by providing 
relative volume of the material with equivalent stress, exceeding 
the average equivalent stress by 10%, 20% and 50% values 
which are also listed in Fig. 9. 

Based on the calculation of the volume that has the range of 
specified stress percentage, the concentrated stress per volume 
was plotted in Fig. 9. As can be seen from the data in the figure, 
elliptical and X-shape structures are characterised by significantly 
lower load carrying contribution of various parts of the structures.  

The results of FEM of equivalent strain distribution are shown 
in Fig. 10. Generally, the same conclusions can be drawn with 
regard to load distribution over the materials of OPLSs analysed 
here. Visibly, strains are less uniform in ellipsoidal and X-shape 
structures, both in terms of inter-pore “bridges” being more 
strained and strain concentrations in the near-stamp zone. 

Fig. 10 shows also images captured by Aramis video exten-
someter system during compression tests. These are images 
recorded for side-walls. As a result, in the case of elliptical struc-
ture, pores are clearly visible, unlike in the case the helical and X-
shape ones. Thus, it was possible to investigate shape of some of 
the pores, e.g. the two indicated with arrows in the lower row in 
Fig. 10. One can clearly see that the pore next to the upper stamp 

is much more elongated (deformed) in comparison with the other 
one. An important conclusion can be drawn that plastic defor-
mation in elliptical structure is non-uniform and higher in the near-
stamp zone. Other ARAMIS images confirm that the same applies 
to X-shape one, while in the case of helical structure, no localisa-
tion in near-surface zone was observed. This uniformity of strain 
distribution in the helical structure against strain localisation near 
to the compressed surface in the other two is the reason for the 
disparity between FEM modelling and experimental stress-strain 
curves shown in Fig. 4. 

In explaining the disparity between experimental stress-strain 
curves and the ones obtained numerically, it should be noted that, 
experimental results obtained with ARAMIS indicate much higher 
strain localisation than estimated from FEM modelling. Thus, it 
concluded that within modelling carried out in the present paper, 
we can provide rational for propensity of elliptical and X-shape 
structures to strain localisation in the near to the compression 
stamp zone. However, we were not able fully capture in our mod-
els strain localization intensity. 

FEM modelling was also used to discern details of stress dis-
tributions in the respective lattice structures under compression. 
The results presented in Fig. 11 and 12 concern stress vectors 
and flow lines, respectively. The stress vector distributions in Fig. 
11 reveal that in the case of ellipsoidal and X-shaped structures, 
the stress vectors form a less regular pattern compared to that of 
the helical structure. Specifically, in the ellipsoidal structure, the 
stress vectors are concentrated in vertically oriented struts, lead-
ing to their buckling. In contrast, in the helical structure, the stress 
vectors are concentrated in horizontally oriented struts, with the 
concentration being perpendicular to the applied load. As a result 
of the pore shape in this structure, it can be noted that significant 
distortion or buckling-induced deformation does not occur, and 
stress concentrations are also minimised. In the X-shaped struc-
ture, the vectors are primarily perpendicular to the outer surface, 
with the highest concentration of stress vectors occurring at the 
point of highest strain, as seen in Fig. 11. 

  
Fig. 9. The exceeding stress (exceeding average equivalent stress by 10%, 20% and 50%) per volume fraction
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Fig. 10. Plastic strains distribution for 20% compression 

 
Fig. 11. Stress vectors, their direction and magnitudes of the structures 

The material deformation flow patterns, depicted in Fig. 12, 
reveal that flow lines in helical and X-shape geometries are pre-
dominantly vertical, running from the top to the bottom of the 
structure. In the case of ellipsoidal structure, a distinct flow pattern 
is formed, with the pores altering the flow direction during loading. 
This deviation in the flow pattern may result in inhomogeneous 
deformation across the structure and may also lead to a change in 
the direction of loading, resulting in unsymmetrical deformation 
and a decrease in stiffness. 

 

Fig. 12. Material flowlines during deformation 

Results presented in Fig. 12 show similarity in flowline pat-
terns in helical and X-shape structures. However, other analyses 
clearly indicate that X-shape differs from helical structures in 
terms of stress/strain and stress vector distribution. 

5. CONCLUSIONS 

The results obtained can be concluded in the following points, 
which are categorised into one based on stereological and micro-
mechanical considerations.  

Within the stereological approach to predicting properties of 
OPLSs, it has been demonstrated that: 

 pore size has an important effect on compression stress of 
OPLSs  

 outstanding stiffness of helical structures can also be attribut-
ed to the shape of pores  
Within the micromechanics approach, the outstanding stiff-

ness of helical OPLSs stems from much more uniform stress and 
strain distribution over the material of struts forming the respective 
structures. One may also note that in helical structures, stress 
vectors are well aligned and predominantly normal to the com-
pression axis; hence, the presence of a helical structure amplified 
the overall stiffness and strength in response to applied loads. 

An attempt to explain the disagreement between results of 
FEM modelling and experimental data brought attention to the 
phenomenon of strain localisation in the zone near to compres-
sion stamp, in fact captured with Aramis video extensometer 
system for monitoring progress in deformation in compression 
tests. Susceptibility of OPLS structure to localisation of strain is 
subject of a separate paper. 

Results of the present study highlight importance of pore 
shape on the properties of high porosity structures. They also 
provide an insight into deformation of OPLSs and limitations in 
deformation modelling with FEM. 
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Abstract: Robotics and automation have significantly transformed Computer Numerical Control (CNC) machining operations, enhancing 
productivity, precision, and efficiency. Robots are employed to load and unload raw materials, workpieces, and finished parts onto CNC 
machines. They can efficiently handle heavy and bulky components, reducing the demand of manual labour and minimizing the risk  
of injuries. Robots can also be used in CNC machine tools to perform tasks such as automatic tool changing system, part inspection,  
and workpiece positioning. Automation technologies, including in-line inspection systems and Non-Destructive Testing (NDT) methods,  
can be integrated into CNC machining cells to enhance accuracy and reduce scrap and rework in machining operations. These systems 
collect real-time data on process parameters and machine tool performance to predict maintenance, optimize machining parameters,  
and improve overall efficiency. In the current study, applications of robotics and automation in the modification of CNC machine tools  
are reviewed and discussed. Different applications of robotics and automation in CNC machine tools, such as automated material  
handling, automatic tool changing, robotic work cells, adaptive machining, machine tending, quality inspection, data monitoring  
and analysis, and production line integration, are discussed. Thus, by analysing recent achievements in published papers, new ideas  
and concepts of future research works are suggested. As a result, accuracy as well as productivity in the process of part production  
can be enhanced by applying robotics and automation in CNC machining operations. 

Keywords: robotics, automation, CNC machine tools, automated material handling, automatic tool changin

1. INTRODUCTION 

Robotics and automation play a crucial role in computer nu-
merical control (CNC) machining operations, offering numerous 
advantages in terms of efficiency, precision, and productivity. 
Robotics and automation have revolutionized CNC machining 
operations and automated material handling, providing numerous 
benefits in terms of productivity, efficiency, and cost-effectiveness. 
Robots are integrated into CNC machining operations to perform 
various tasks such as part loading and unloading, tool changing, 
and even complex machining operations [1]. Industrial robots can 
be programmed to execute precise movements and repetitive 
tasks with high accuracy and speed, reducing the need for manual 
labour and improving overall productivity. They can work around 
the clock without fatigue, ensuring continuous and efficient opera-
tion [2]. This aspect enables manufacturers to produce complex 
components at a faster rate and with higher quality, contributing to 
the advancement of modern manufacturing industries [3, 4]. Ad-
vanced robotic systems equipped with sensors and artificial intel-
ligence capabilities can perform adaptive machining [5]. These 
systems can monitor and adjust machining parameters in real 
time based on feedback from sensors, ensuring optimal perfor-
mance, improved accuracy, and reduced scrap rates [6]. Adaptive 
machining enables efficient machining of complex parts and the 
ability to respond to variations in material properties. Automated 
material-handling systems are employed to streamline the move-
ment of raw materials, workpieces, and finished parts within the 
CNC machining facility [7]. These systems utilise conveyors, 

gantries, robotic arms, and other automated mechanisms to 
transport materials between different workstations, CNC ma-
chines, and storage areas [8]. By eliminating manual handling, 
automated material-handling systems reduce the risk of errors, 
damage, and injuries, while also increasing throughput and mini-
mizing production delays [9, 10]. Automation in CNC machining 
operations often involves the use of advanced sensors and identi-
fication systems. For example, barcodes, radio-frequency identifi-
cation (RFID) tags, or QR codes can be attached to workpieces 
and materials to enable automated tracking throughout the manu-
facturing process [11]. This facilitates seamless integration with 
CNC machines and ensures accurate identification and routing of 
materials, reducing the chances of errors and mix-ups [12]. Here 
are some of the key advantages of incorporating robotics and 
automation in CNC machining operations: 

 Increased productivity: Automation enables continuous opera-
tion of CNC machines, reducing downtime and maximising 
productivity. Robots can work tirelessly without breaks or fa-
tigue, leading to higher output and increased efficiency [13]. 

 Enhanced precision and accuracy: Robots are highly precise 
and repeatable, ensuring consistent and accurate machining 
operations. They can achieve tight tolerances and eliminate 
human errors, resulting in improved part quality and reduced 
scrap or rework [14]. 

 Improved safety: Automation removes the need for manual 
intervention in hazardous or physically demanding tasks. This 
reduces the risk of accidents, injuries, and exposure to harm-
ful environments, making the workplace safer for operators 
[6]. 
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 Higher production speeds: Robots can perform CNC machin-
ing operations at significantly faster speeds compared to hu-
man operators. They can execute complex movements and 
tool changes quickly, resulting in reduced cycle times and in-
creased production rates [15]. 

 Flexibility and adaptability: Robotic systems can be pro-
grammed to perform a wide range of tasks, allowing for great-
er flexibility in CNC machining operations. They can easily 
switch between different machining operations or workpieces, 
enabling efficient batch production or rapid product changeo-
vers. 

 24/7 operation: Automated systems can run continuously, 
including outside regular working hours, without the need for 
human supervision. This maximizes machine utilisation and 
can lead to round-the-clock production, improving overall pro-
duction capacity [16]. 
Also, disadvantages of using robotics in CNC machine tools 

can be presented as: 

 High initial investment: Implementing robotics and automation 
in CNC machining operations requires a significant upfront in-
vestment. Costs include the purchase of robotic systems, in-
tegration with existing CNC machines, programming, and 
training. This may be a barrier for smaller businesses with lim-
ited budgets [14]. 

 Complex setup and programming: Setting up and program-
ming robotic systems for CNC machining can be complex and 
time-consuming. Skilled personnel or specialized expertise 
may be required to program the robots accurately and opti-
mize their performance. This can increase implementation 
costs and project timelines [17]. 

 Integration and programming: To implement robotics and 
automation in CNC machining operations, the integration of 
different systems is crucial. This includes programming the 
robotic systems, developing software interfaces for seamless 
communication between machines, and integrating control 
systems for coordinated operations. Additionally, specialised 
software tools enable offline programming and simulation, re-
ducing downtime and optimizing the production process [18]. 

 Limited adaptability to small batch sizes or customisation: 
While automation excels in high-volume production, it may be 
less suitable for small batch sizes or highly customized prod-
ucts. Adapting automation systems to frequent product 
changes or small production runs can be challenging and may 
result in reduced efficiency [19]. 

 Potential for job displacement: Automation can lead to a re-
duction in manual labour requirements. As robots replace 
some human operators in CNC machining operations, there is 
a potential for job displacement or reduced employment op-
portunities for certain roles. However, automation can also 
create new job roles that focus on robot programming, 
maintenance, and system supervision [20, 21]. 

 Dependency on power supply and maintenance: Robotic 
systems require a stable power supply and regular mainte-
nance to operate optimally. Power outages or equipment 
breakdown can disrupt production and lead to downtime. 
Maintaining robotic systems also requires skilled technicians 
and spare parts, which can add to operational costs [22]. 
Soori et al. [23] suggested virtual machining techniques to 

evaluate and enhance CNC machining in virtual environments 
[23-26]. To investigate and enhance performance in the compo-
nent-production process employing welding procedures, Soori et 
al. [27] suggested an overview of current developments in friction-

stir welding techniques. Soori and Asamel [28]s examined the 
implementation of virtual machining technology to minimise resid-
ual stress and displacement error throughout turbine blade five-
axis milling procedures. Soori and Asmael [29] explored applica-
tions of virtualized machining techniques to assess and reduce 
the cutting temperature throughout milling operations of difficult-
to-cut objects. Soori et al. [30] indicated an advanced virtual ma-
chining approach to improve surface characteristics throughout 
five-axis milling procedures for turbine blades. Soori and Asmael 
[31] created virtual milling processes to reduce the displacement 
error throughout five-axis milling operations of impeller blades. In 
order to analyse and develop the process of part production in 
virtual environments, virtual product development is presented by 
Soori [32]. Soori and Asmael [33] proposed an overview of current 
advancements from published research to review and enhance 
the parameter technique for machining-process optimisation. To 
improve the efficiency of energy consumption, the quality and 
availability of data across the supply chain, and the accuracy and 
dependability of component manufacture, Dastres et al. [34] pro-
posed a review of the RFID-based wireless manufacturing sys-
tems. Soori et al. [35] explored machine learning and artificial 
intelligence in CNC machine tools to boost productivity and im-
prove profitability in production processes of components, employ-
ing CNC machining operations. To improve the performance of 
machined components, Soori and Arezoo [36] reviewed the topic 
of measuring and reducing residual stress in machining opera-
tions. To improve surface integrity and decrease residual stress 
during Inconel 718 grinding operations, Soori and Arezoo [37] 
proposed the optimum machining parameters employing the 
Taguchi optimisation method. To increase the life of cutting tools 
during machining operations, Soori and Arezoo [38] examined 
different methods of tool wear-prediction algorithms. Soori and 
Asmael  [39] investigated computer-assisted process planning to 
boost productivity in the part-manufacturing procedure. Dastres 
and Soori [40] addressed improvements in web-based decision-
support systems to provide solutions for data warehouse man-
agement using decision-making assistance. Dastres and 
Soori [41] reviewed applications of artificial neural networks in 
different sections, such as analysis systems of risk, drone naviga-
tion, evaluation of welding, and evaluation of computer simulation 
quality, to explore the execution of artificial neural networks for 
improving the effectiveness of products. Dastres and Soori [42] 
proposed employing communication systems for environmental 
concerns to minimise the negative effects of technological ad-
vancement on natural catastrophes. To enhance network and 
data online security, Dastres and Soori [43] suggested the secure 
socket layer. Dastres and Soori [44] studied the developments in 
web-based decision-support systems for developing the method-
ology of decision-support systems by evaluating and suggesting 
the gaps between proposed approaches. To strengthen network-
security measures, Dastres and Soori [45] discussed an analysis 
of recent advancements in network threats. To increase the po-
tential of image-processing systems in several applications, 
Dastres and Soori [46] evaluated image processing and analysis 
systems. Dimensional, geometrical, tool deflection, and thermal 
defects have been modified by Soori and Arezoo [47] to improve 
the accuracy in five-axis CNC milling processes. Recent devel-
opments given in published articles are examined by Soori et al. 
[48] to assess and improve the impacts of artificial intelligence, 
machine learning, and deep learning in advanced robotics. Soori 
and Arezoo [49] developed a virtual machining system application 
to examine whether cutting parameters affect tool life and cutting 
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temperature during milling operations. Soori and Arezoo [50] 
studied the impact of coolants on the cutting temperature, rough-
ness of the surface, and tool wear during turning operations with 
Ti6Al4V alloy. Recent developments from published papers are 
reviewed by Soori [51] to examine and alter composite materials 
and structures. Soori et al. [52] examined the Internet of Things 
(IoT) application for smart factories in Industry 4.0 to increase 
quality control and optimise part-manufacturing processes. To 
minimise cutting tool wear during drilling operations, Soori and 
Arezoo [53] designed a virtual machining system. Soori and 
Arezoo [54] decreased residual stress and surface roughness to 
improve the quality of items produced utilising abrasive water jet 
machining. To enhance accuracy in turbine blade five-axis milling 
operations, deformation errors are calculated and compensated 
by Soori [55]. To analyse and enhance accuracy in CNC machin-
ing operations and structures, applications of the finite element 
method in CNC machine tool modification are reviewed by Soori 
and Arezoo [56]. In order to analyse and optimise energy con-
sumption in industrial robots, different methods of energy usage 
optimisation are reviewed by Soori et al. [57]. To analyse and 
modify the application of virtual manufacturing in productivity 
enhancement of part production, advanced virtual manufacturing 
systems are reviewed by Soori et al. [58]. Meta-heuristic algo-
rithms for assessing the collapse risk of steel moment frame mid-
rise buildings are presented by Karimi Ghaleh Jough and Şensoy 
[59] to provide a better risk-management strategy for steel mo-
ment frames. The steel moment-resisting frame dependability via 
interval analysis using the FCM-PSO method is studied by Karimi 
Ghaleh Jough and Şensoy [60] to enhance accuracy and de-
crease execution time in the calculation of siesmic fragility curves. 
Assessment of out-of-plane behaviour of non-structural masonry 
walls using FE simulations is presented by Karimi Ghaleh Jough 
and Golhashem [61] to reduce the self-weight axial compression 
of the walls with modern lightweight masonry units. 

The paper reviews and discusses the application of robotics 
and automation in the modification of CNC machine tools. Robot-
ics and automation are used in CNC machine tools for a variety of 
purposes, including integrated production lines, automated mate-
rial handling, automatic tool changing, robotic work cells, adaptive 
machining, machine tending, and quality inspection. Thus, fresh 
thoughts and suggestions for the subsequent research tasks are 
proposed by examining previous successes in published articles. 
As a consequence, by implementing robots and automation in 
CNC machining processes, accuracy as well as productivity in the 
process of component manufacturing may be improved. 

2. AUTOMATED MATERIAL HANDLING 

The Robotics and automation play a crucial role in CNC ma-
chining operations and automated material handling. Robots can 
be employed to load and unload raw materials and finished parts 
onto CNC machines. They can pick up raw materials from a stor-
age area, place them in the CNC machine for machining, and then 
transfer the finished parts for subsequent operations or storage 
[62]. This automation significantly reduces cycle times and ena-
bles lights-out machining, where operations continue without 
human intervention [63]. This eliminates the need for manual 
labour, reduces setup time, and ensures consistent and accurate 
placement of materials [64]. The integration of robotics and auto-
mation in CNC machining operations and automated material 
handling brings numerous benefits, including increased productivi-

ty, improved precision, reduced labour costs, enhanced safety, 
and better utilisation of resources [65]. It allows manufacturers to 
streamline their operations, optimise production flow, and respond 
quickly to changing demands in a competitive manufacturing 
environment [66]. How these technologies are used in these areas 
is explored below: 
1. CNC machining operations: 

 Robotic arms: Industrial robots equipped with articulated arms 
can perform various tasks in CNC machining operations. Ro-
bots can be programmed to handle different types of materials 
and workpieces, adapting to various machining requirements. 
They can handle the loading and unloading of workpieces into 
the CNC machines, change cutting tools, and perform quality 
inspections [67]. 

 Automated tool changing: CNC machines can be equipped 
with automatic tool changers (ATCs) that are controlled by 
computer programs. This enables the machine to switch be-
tween different cutting tools without manual intervention, re-
ducing downtime and increasing efficiency [68]. 

 Continuous operation: Automated material-handling systems 
ensure a constant supply of raw materials and removal of fin-
ished products, minimising downtime [69]. 

 Optimised workflow: Robots can perform repetitive tasks with 
high precision and speed, allowing for a streamlined produc-
tion process. 

 Reduced errors: Automation minimises the chances of human 
errors, resulting in more precise machining and fewer defects 
[70]. 

 Energy efficiency: Optimised processes and reduced idle time 
in material handling contribute to energy savings, making the 
manufacturing process more cost-effective. 

 Vision systems: Automated vision systems can be integrated 
with CNC machines to perform tasks such as part inspection, 
alignment, and measurement. These systems use cameras 
and image-processing algorithms to ensure accuracy and 
quality control [71]. 

 In-process monitoring: Sensors and probes can be incorpo-
rated into CNC machines to monitor the cutting process in real 
time. This allows for adaptive control, where the machine au-
tomatically adjusts parameters like cutting speed, feed rate, 
and tool path to optimise performance and prevent errors [72]. 

2. Automated material handling: 

 Conveyor systems: Automated conveyor systems are com-
monly used in CNC machining operations for material han-
dling. They transport workpieces, raw materials, and finished 
parts between different stages of the manufacturing process, 
reducing manual handling and improving efficiency [73]. 

 Automated guided vehicles (AGVs): AGVs are autonomous 
vehicles that can navigate within a manufacturing facility with-
out human intervention. They can transport materials, such as 
raw stock and finished parts, between CNC machines, stor-
age areas, and inspection stations [74]. 

 Palletising systems: Automated palletising systems are used 
to stack and organise workpieces or finished parts on pallets. 
These systems can handle heavy loads and precisely position 
the parts for efficient transportation and storage. This facili-
tates continuous machining by enabling the preparation of the 
next workpiece while the machine is still in operation [75]. 

 Robotic material handling: Industrial robots equipped with 
specialised end-effectors can handle materials, such as load-
ing and unloading workpieces onto CNC machines, palletising 
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finished parts, or sorting and organising materials in a ware-
house or storage area [76]. 

 Material tracking and management software: These systems 
can provide insights into production efficiency, predict mainte-
nance needs, and optimise overall manufacturing processes. 
Cloud robotics for material handling in cognitive industrial In-

ternet of things is shown in Fig. 1 [77]. 

 
Fig. 1.   Cloud robotics for material handling in cognitive industrial Inter-

net  of things [77] 

Overall, robotics and automation have transformed CNC ma-
chining operations and have automated material handling, en-
hancing productivity, quality, and efficiency. These technologies 
continue to evolve, with advancements in artificial intelligence, 
machine learning, and collaborative robotics opening up new 
possibilities for the future of CNC machining [78]. The specific 
choice of automated material-handling solutions will depend on 
the type of CNC machine, the nature of the materials being pro-
cessed, and the desired production goals. In the next section, the 
applications and benefits of automatic tool-changing systems in 
CNC machining operations will be discussed. The integration of 
robotic arms in tool changing not only streamlines the process but 
also extends the capabilities of CNC machines, offering dynamic 
adaptability and minimising human intervention. 

3. AUTOMATIC TOOL CHANGING FROM CLASSICAL 
CHANGER TO ROBOTICAL CHANGER 

CNC machines often require different tools for different opera-
tions. Robots are employed to handle tooling tasks in CNC ma-
chining centres. Automation in CNC machine tools, particularly in 
the context of tool changing, involves the use of various technolo-
gies and systems to streamline the process of switching tools 
during machining operations. They can automatically load and 
unload cutting tools, reducing manual intervention and minimising 
machine downtime [79]. This results in increased productivity and 
improved machine utilisation. Robots can be employed to handle 
tooling tasks in CNC machining centres to enhance accuracy and 
productivity in machining operations [17, 80]. They can automati-
cally load and unload cutting tools, reducing manual intervention 
and minimising machine downtime [81]. Some CNC machines are 
equipped with in-machine probing systems that can measure and 
verify tool dimensions without the need for manual intervention. 
Using such systems results in increased productivity and im-
proved machine utilisation [82]. It allows for increased productivity, 
reduced downtime, and the ability to perform complex machining 

tasks without human intervention [83]. An overview of how auto-
mated tool changing works in CNC machining is given below: 

 Tool magazine: The CNC machine is equipped with a tool 
magazine, which is essentially a storage unit for holding vari-
ous cutting tools. The tool magazine can be located on the 
machine itself or as a separate unit adjacent to the machine 
[84]. 

 Tool identification: Each cutting tool is uniquely identified 
using a barcode, RFID, or some other form of identification 
system. This identification helps the machine recognise and 
select the appropriate tool for a specific machining operation 
[85]. 

 Tool selection: When a particular machining operation re-
quires a tool change, the CNC machine's control system 
sends a command to the tool-changer mechanism to retrieve 
the required tool from the magazine. The command is usually 
based on the program being executed and the specific tool 
needed at that stage [86]. 

 Tool-changing mechanism: The CNC machine is equipped 
with a tool-changing mechanism, often referred to as an ATC. 
The ATC consists of a gripper or a robotic arm that can grasp 
and manipulate the cutting tools [80]. Linear tool changers are 
systems where the tools are arranged in a linear fashion, and 
a mechanism moves along the line to select and change tools. 
Rotary tool changers are mounted on a rotary carousel, and 
the carousel rotates to bring the desired tool into position [87]. 

 Tool retrieval and replacement: The tool-changer mechanism 
moves to the designated position in the tool magazine and re-
trieves the required tool. It then moves to the spindle area 
where the previous tool is stored [88].  

 Tool exchange: The ATC releases the current tool and grasps 
the new tool using its gripper or robotic arm. The tool-
exchange process is usually automated and performed with 
precision to ensure proper alignment and secure attachment 
of the new tool [89]. 

 Tool calibration and verification: After the tool exchange, the 
CNC machine may perform calibration and verification pro-
cesses to ensure the new tool is properly aligned and ready 
for use. This can include checking the tool length, diameter, 
and other parameters to ensure accurate machining [82]. 

 Resuming machining: Once the tool change is completed and 
verified, the CNC machine resumes the machining operation 
using the new tool. This process can be repeated multiple 
times during a machining operation, depending on the com-
plexity and requirements of the workpiece [90]. 
Structure of an ATC of CNC machine tools is shown  

in Fig. 2 [91]. 

 
Fig. 2.   Structure of an automatic tool changer of computer numerical 

control machine tools [91]   
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Application of robots in the vertical machining centre tool 
changer is shown in Fig. 3 [92].  

 
Fig. 3.   Application of robots in the vertical machining centre tool changer 

[92] 

The ATC significantly reduces manual intervention and mini-
mises downtime associated with manual tool changes. It enables 
CNC machines to perform complex machining tasks with multiple 
tools seamlessly increasing productivity and efficiency in manu-
facturing processes [93]. Robotic work cells can efficiently man-
age tool changes by coordinating with the automatic tool-changing 
systems, ensuring a smooth transition between machining opera-
tions. In the next section, applications of robotic work cells in the 
automation of CNC machine tools are discussed. 

4. ROBOTIC WORK CELLS 

Robotics and automation play a significant role in CNC ma-
chining operations, particularly in the form of robotic work cells. 
These advanced systems combine CNC machines with industrial 
robots to enhance the productivity, efficiency, and flexibility in 
manufacturing processes [94, 95]. Robotic work cells in the con-
text of CNC machine tools refer to integrated systems where 
robots are deployed to perform various tasks alongside or in 
collaboration with CNC machines. Robotic work cells combine 
multiple machines, such as CNC machines, measuring systems, 
and assembly stations, with robotic arms [96]. These cells enable 
seamless integration and coordination between different process-
es, optimising production flow and minimising cycle times [97]. 
Here are some key aspects and benefits of robotic work cells in 
CNC machining: 

 Increased productivity: Robotic work cells can operate contin-
uously without breaks, leading to increased productivity and 
reduced cycle times. Robots can perform repetitive tasks with 
high accuracy and speed, minimising human errors and max-
imising output [98]. 

 Flexibility and adaptability: Robots are programmable and can 
be easily reprogrammed or reconfigured to handle different 
machining tasks or part variations. This flexibility enables 
manufacturers to efficiently switch between different product 
lines or adapt to changing production requirements [99]. 

 Enhanced precision and consistency: CNC machines provide 
precise control over machining operations, and when com-
bined with robots, they ensure consistent and repeatable re-
sults. This level of accuracy is crucial for industries like aero-
space and automotive, where tight tolerances are required 
[100]. 

 Improved safety: Robots can handle hazardous or physically 
demanding tasks, reducing the risk of injuries to human work-
ers. They can operate in enclosed work cells or behind safety 
barriers, safeguarding operators from potential accidents as-
sociated with machining processes [101]. 

 Offline programming and simulation: Robots and CNC ma-
chines can be programmed offline using simulation software 
[102]. This allows for the optimisation of robotic movements 
and CNC machining processes without interrupting actual 
production [103]. 

 Reduced labour costs: Robotic work cells can replace manual 
labour for routine machining operations, leading to cost sav-
ings in terms of labour expenses. While human operators are 
still needed for tasks like programming and supervision, the 
overall labour requirement can be significantly reduced [104]. 

 Lights-out manufacturing: With robotic work cells, it is possible 
to achieve lights-out manufacturing, where production can 
continue unattended even during non-working hours. This can 
optimise machine utilisation and increase overall production 
capacity [105]. 

 Integration with other automation technologies: Robotic work 
cells can be integrated with other automation technologies, 
such as conveyor systems, part feeders, vision systems, and 
quality control devices. This integration streamlines the pro-
duction process, improves material flow, and enhances overall 
system efficiency. Moreover, it can facilitate real-time monitor-
ing, scheduling, and optimisation [106]. 

 Predictive maintenance: Robotics and CNC systems can be 
equipped with sensors for predictive maintenance. This helps 
in identifying potential issues before they lead to downtime, 
reducing unplanned interruptions in production [16, 107]. 

 Data collection and analysis: Robotics and automation sys-
tems in CNC machining often come with advanced data-
collection capabilities. By collecting real-time data on machine 
performance, tool wear, and part quality, manufacturers can 
analyse and optimise their processes for improved efficiency 
and predictive maintenance [108]. 
KUKA milling robot is shown in Fig. 4 [109]. 

 
Fig. 4. KUKA milling robot [109] 

The implementation of robotic work cells in CNC machine 
tools is a key component of Industry 4.0, where smart manufactur-
ing technologies converge to create more agile and responsive 
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production systems [110, 111]. Robotic work cells can be part of 
flexible manufacturing systems where CNC machines and robots 
work together to handle a variety of tasks. Also, robots can be 
employed to load raw materials onto CNC machines and unload 
finished products, streamlining the material-handling process 
[112]. While the benefits of robotic work cells in CNC machining 
operations are substantial, their implementation requires careful 
planning, programming, and maintenance. It is essential to con-
sider factors like workspace layout, robot programming, safety 
measures, and proper training for operators to ensure successful 
integration and operation of robotic work cells [113]. Adaptive 
machining using robots and automation introduces a dynamic 
approach to manufacturing, allowing for real-time adjustments in 
machining processes based on changing conditions, which is 
discussed in the next section. 

5. ADAPTIVE MACHINING USING ROBOTS  
AND AUTOMATION 

Adaptive machining in CNC machining operations refers to the 
application of robotics and automation to dynamically adjust the 
machining process based on real-time feedback and data. It 
involves the integration of sensors, control systems, and intelligent 
algorithms to optimise machining operations for improved efficien-
cy, accuracy, and productivity [114]. Advanced robotic systems 
are equipped with sensors and vision systems that enable them to 
adapt to variations in workpiece dimensions or alignment [115]. 
Sensor data can be used to adapt machining strategies dynami-
cally, compensating for variations in workpiece geometry, material 
properties, and tool wear. This capability allows for real-time 
adjustments in machining parameters, ensuring precise and accu-
rate results, even with slight variations in the workpiece [16]. 
Some key aspects of adaptive machining in CNC operations are 
given below: 

 Real-time sensing: Adaptive machining relies on sensors such 
as force sensors, acoustic emission sensors, temperature 
sensors, and vision systems to collect data during the machin-
ing process. These sensors provide feedback on factors like 
cutting forces, tool wear, workpiece condition, and dimension-
al accuracy [116]. 

 Data analysis and interpretation: The collected sensor data is 
analysed using advanced algorithms and machine learning 
techniques to extract valuable insights. This analysis helps in 
identifying patterns, anomalies, and deviations from the de-
sired machining parameters [117]. 

 Decision-making and control: Based on the data analysis, 
adaptive machining algorithms make real-time decisions to 
optimise the machining process. These decisions can include 
adjusting feed rates, changing tool paths, modifying cutting 
parameters, or replacing worn-out tools [118]. 

 Dynamic adjustments: Adaptive machining systems use robot-
ics and automation to implement the necessary adjustments 
identified through the data analysis. This can involve automat-
ically repositioning the workpiece, changing cutting tools, ad-
justing spindle speeds, or modifying tool paths to ensure opti-
mal machining conditions [119]. 

 Optimisation objectives: Adaptive machining aims to achieve 
various optimisation objectives, including reducing cycle 
times, improving surface finish quality, minimising tool wear, 
maximising tool life, maintaining dimensional accuracy, and 
reducing energy consumption [120]. 

Benefits of adaptive machining in CNC operations: 

 Improved efficiency: By dynamically adjusting machining 
parameters, adaptive machining optimises the process to re-
duce cycle times, minimise material waste, and increase 
productivity [121]. 

 Enhanced accuracy and quality: Real-time adjustments based 
on sensor feedback help maintain dimensional accuracy, im-
prove surface finish quality, and reduce errors in CNC machin-
ing operations [122]. 

 Extended tool life: Adaptive machining systems detect tool 
wear in real time and make necessary adjustments, leading to 
longer tool life and reduced tooling costs. Also, adaptive ma-
chining systems can continuously monitor and adjust cutting 
parameters based on real-time data, optimising tool paths for 
improved accuracy and cutting tool life during machining op-
erations. 

 Reduced downtime: By monitoring the machining process 
continuously, adaptive machining systems can detect anoma-
lies and potential issues, allowing for proactive maintenance 
and reducing unplanned downtime [123]. 

 Reduced scrap and rework: Adaptive systems can adapt 
cutting speeds, feeds, and other parameters to optimise ma-
chining and minimise scrap [124]. 

 Flexibility and adaptability: Adaptive machining enables CNC 
machines to handle variations in workpiece material proper-
ties, tool wear, and other factors, making the process more 
adaptable to changing production requirements [125]. 
Block diagram of robotic belt grinding trajectory planning steps 

is shown in the Fig. 5 [126]. 

 
Fig. 5.   Block diagram of robotic belt grinding trajectory planning steps 

[126] 

Overall, adaptive machining utilising robotics and automation 
plays a crucial role in optimising CNC machining operations and 
improving efficiency, accuracy, and productivity, while reducing 
costs and downtime [127]. By integrating robots and automation 
into CNC machine tools, manufacturers can achieve a more adap-
tive and responsive manufacturing environment, leading to im-
proved overall efficiency, product quality, and competitiveness in 
the market. 

6. MACHINE TENDING 

Machine tending refers to the process of loading and unload-
ing workpieces to and from CNC machines. Robotics and automa-
tion have revolutionised CNC machining operations, particularly in 
the area of machine tending. Robots can be used to tend multiple 
CNC machines simultaneously, optimising production throughput 
[128]. They can load and unload workpieces, initiate machining 
processes, and perform inspections or measurements. Automa-
tion in machine tending aims to replace or assist human operators 
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in these repetitive and often labour-intensive tasks. This process 
is critical for maximising the efficiency of CNC machining opera-
tions and reducing manual labour [129]. An overview of a ma-
chine-tending system is shown in Fig. 6 [130]. 

 
Fig. 6. Overview of a machine-tending system [130] 

By integrating robotics and automation into machine-tending 
tasks, several advantages can be achieved: 

 Increased productivity: Automation eliminates the need for 
human operators to manually load and unload workpieces, al-
lowing the CNC machines to operate continuously without in-
terruptions. This leads to higher productivity and reduced cy-
cle times [131]. 

 Enhanced safety: CNC machines can be hazardous to oper-
ate, especially during the loading and unloading of heavy 
workpieces. By employing robots, human operators can be 
kept at a safe distance from the machine, minimising the risk 
of accidents and injuries [132]. 

 Improved accuracy and consistency: Robots are capable of 
precise movements and can consistently position workpieces 
with high accuracy. This ensures consistent and repeatable 
machining results, reducing errors and scrap rates. 

 Flexibility and adaptability: Robots can be programmed to 
handle various types of workpieces and can quickly switch be-
tween different tasks. This enables manufacturers to respond 
to changing production needs, such as varying product de-
signs or batch sizes, without significant retooling or repro-
gramming [133]. 

 Extended machine uptime: Automated machine tending allows 
CNC machines to operate continuously, even outside regular 
working hours. This maximises machine uptime and overall 
production capacity, leading to increased efficiency and re-
duced idle time. 

 Reduction in labour costs: By automating machine-tending 
tasks, manufacturers can reduce their dependency on manual 
labour, resulting in cost savings associated with labour wages, 
training, and employee benefits [134]. 

 Integration with other processes: Robotic machine tending can 
be seamlessly integrated with other automation processes, 
such as material handling, quality inspection, and post-
processing. This holistic automation approach further optimis-
es the entire production workflow [135]. 
To enhance the efficiency of the machine-tending system in 

advanced CNC machining operations, the application of the digital 
twin is studied. The flowchart of a developed machine-tending 
system using the digital twin system is shown in Fig. 7 [130]. 

To implement robotics and automation in machine tending, 
various technologies are employed, including industrial robots, 
vision systems, sensors, and advanced programming techniques. 
Additionally, collaborative robots (cobots) are gaining popularity, 

as they can work safely alongside human operators, further in-
creasing the flexibility and versatility of machine-tending opera-
tions [136]. Overall, machine tending by automation in CNC ma-
chine tools plays a crucial role in enhancing the efficiency, safety, 
and precision in manufacturing processes. Robotics and automa-
tion have significantly transformed CNC machining operations, 
making them more efficient, safe, and adaptable to evolving man-
ufacturing demands [137]. In smart CNC machining operations, 
robotics, artificial intelligence, and machine learning are applied to 
enhance the capabilities of automated machine-tending systems. 

 
Fig. 7.   The flowchart of a developed machine-tending system using the 

digital twin system [130] 

7. QUALITY INSPECTION 

Robotics and automation have significantly impacted CNC 
machining operations, particularly in the area of quality inspection. 
Automated systems can be integrated with CNC machines to 
inspect and measure machined parts using sensors, vision sys-
tems, or coordinate measuring machines (CMMs). This ensures 
that parts meet specified tolerances, reduces human error, and 
improves overall quality control [138]. Implementing automation in 
CNC machine tools for quality inspection not only improves the 
efficiency and accuracy of the inspection process but also contrib-
utes to reducing the likelihood of defects and increases overall 
productivity [139]. Some ways in which robotics and automation 
are used in CNC machining quality inspection are given below: 

 Automated measurement systems: Robots are often integrat-
ed with automated measurement systems to perform precise 
and accurate measurements of machined parts. These sys-
tems use advanced sensors, such as laser scanners or 
CMMs, to capture dimensional data. The robots can move the 
sensors along programmed paths to inspect critical features of 
the machined parts [140]. 

 Vision systems: Vision systems, including cameras and im-
age-processing algorithms, are commonly employed in CNC 
machining quality inspection. Robots equipped with vision sys-
tems can capture images of machined parts and analyse them 
to detect defects, surface-finish irregularities, or dimensional 
deviations. They can compare the captured images with refer-
ence models to ensure that the parts meet the required speci-
fications [141]. 

 Automated sorting and packaging: Once parts are inspected 
and meet the quality criteria, automated systems can be em-
ployed for sorting and packaging, reducing the risk of human 
error and ensuring consistency [142]. 
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 In-process monitoring: Robotics and automation enable real-
time monitoring of CNC machining operations. Sensors and 
probes can be integrated into the machining process to collect 
data on parameters like tool wear, cutting forces, temperature, 
and vibration. These data are then analysed by automated 
systems to detect anomalies and ensure that the machining 
process is within the desired parameters, ultimately enhancing 
the quality of the machined parts [143]. 

 Non-destructive testing (NDT): Robotic systems can be used 
to perform NDT on machined parts. For example, automated 
ultrasonic or eddy current testing systems can be employed to 
inspect the integrity of critical components. The robots can 
position the testing equipment precisely and perform scans 
according to pre-defined paths, allowing for efficient and relia-
ble quality inspections [144]. 

 Defect identification and sorting: Robots equipped with ma-
chine vision and robotic arms can identify defective parts and 
sort them accordingly. Once defects are detected during the 
quality-inspection process, the robots can remove or separate 
the faulty parts from the production line, ensuring that only 
high-quality components are delivered [145]. 

 Data analysis and feedback loop: Automation systems can 
collect and analyse vast amounts of data generated during 
CNC machining operations. By using machine-learning algo-
rithms, patterns and trends can be identified, enabling predic-
tive maintenance, process optimisation, and continuous im-
provement in quality inspection [146]. 

 Statistical process control: Automation can be applied to 
implement statistical process-control methods, monitoring key 
process parameters and ensuring that the machining process 
operates within specified tolerances. 
Probing tool of robotic arms for the quality control is shown in 

Fig. 8 [147]. 
Overall, the integration of robotics and automation in CNC 

machining quality inspection brings several benefits, including 
increased accuracy, efficiency, and reliability. These technologies 
allow for faster inspections, reduced human error, and enhanced 
process control, ultimately leading to improved product quality and 
higher customer satisfaction. It is important to carefully design and 
integrate these automation solutions based on the specific re-
quirements of the CNC machining operations and the desired 
quality standards. 

 
Fig. 8.   Probing tool of robotic arms for quality control [147] 

8. DATA MONITORING AND ANALYSIS 

Robotics and automation have significantly transformed the 
CNC machining industry by enabling enhanced data monitoring 
and analysis capabilities. These advancements have resulted in 

improved productivity, accuracy, and efficiency in machining 
operations [148]. Automation systems can collect real-time data 
from CNC machines, such as cutting parameters, machine per-
formance, and tool wear. These data can be analysed to optimise 
processes, predict maintenance requirements, and improve over-
all efficiency [149]. Continuous improvement based on data-driven 
insights is key to achieving higher levels of efficiency and produc-
tivity. How robotics and automation have impacted data monitor-
ing and analysis in CNC machining is given below: 

 Real-time data collection: Automated systems integrated with 
CNC machines can collect real-time data during machining 
operations. These data include information such as cutting 
speeds, tool wear, temperatures, vibrations, and other rele-
vant parameters. Robots and sensors can be used to capture 
these data accurately and consistently [150]. 

 Data integration and connectivity: Automation allows for 
seamless integration and connectivity between CNC ma-
chines and data-monitoring systems. The collected data can 
be transmitted to centralised databases or cloud platforms for 
storage and analysis. This connectivity enables real-time mon-
itoring, remote access, and analysis of machining data from 
anywhere, facilitating timely decision-making [16]. 

 Condition monitoring and predictive maintenance: By analys-
ing the collected data, advanced algorithms and machine-
learning techniques can identify patterns and anomalies relat-
ed to the machine condition. This enables predictive mainte-
nance, where potential issues can be detected early and 
maintenance actions can be scheduled proactively. Also, re-
mote monitoring and control of CNC machines can be imple-
mented using data monitoring and analysis. Machine-learning 
algorithms can be used to predict tool wear, optimise cutting 
parameters, and improve overall machining efficiency. This 
approach minimises unplanned downtime and optimises ma-
chine availability [148]. 

 Performance optimisation: Data monitoring and analysis can 
help identify inefficiencies in machining processes. By examin-
ing the collected data, manufacturers can analyse factors 
such as tool paths, cutting parameters, and material charac-
teristics to optimise machining performance. This leads to im-
proved cycle times, reduced scrap rates, and enhanced over-
all productivity [151]. 

 Quality control and process improvement: Data analysis ena-
bles manufacturers to monitor and control product quality in 
real time. By comparing machining data with pre-defined 
quality parameters, any deviations or defects can be quickly 
identified, allowing for immediate corrective actions. Continu-
ous data analysis also provides insights for process improve-
ment, enabling manufacturers to refine their machining strate-
gies and achieve higher quality standards [152]. 

 Data-driven decision-making: The availability of accurate and 
timely data empowers manufacturers to make informed deci-
sions. Through data analysis, manufacturers can identify bot-
tlenecks, optimise workflows, allocate resources effectively, 
and identify opportunities for cost reduction and process opti-
misation. This data-driven decision-making approach enhanc-
es overall operational efficiency [153]. 

 Traceability and compliance: Automated data monitoring and 
analysis provide a comprehensive record of machining opera-
tions, including the parameters used, measurements taken, 
and quality checks performed. This traceability is valuable for 
regulatory compliance, quality audits, and product validation 
[154]. 
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Applications of digital twin and big data analysis in cloud-
based manufacturing systems are shown in Fig. 9 [155]. 

 
Fig. 9.   Applications of digital twin and big data analysis in cloud-based 

manufacturing systems [155] 

In summary, robotics and automation have revolutionised data 
monitoring and analysis in CNC machining operations [156]. Real-
time data collection, connectivity, predictive maintenance, perfor-
mance optimisation, quality control, data-driven decision-making, 
and traceability are some of the significant benefits offered by 
these advancements. The obtained data from CNC machines can 
be integrated with manufacturing execution systems to provide a 
comprehensive view of the entire manufacturing process. As a 
result, these capabilities lead to improved productivity, enhanced 
quality, and increased efficiency in CNC machining processes 
[14]. However, implementing a comprehensive data monitoring 
and analysis system for automation in CNC machine tools re-
quires a multi-disciplinary approach involving technology integra-
tion, data science, and a thorough understanding of the machining 
process. 

9. COLLABORATIVE ROBOTICS 

Robotics and automation have revolutionized CNC machining 
operations, making them more efficient, precise, and safe. Collab-
orative robotics, specifically, has played a significant role in en-
hancing the capabilities of CNC machines and improving human–
robot interactions [157]. Collaborative robots, or cobots, can work 
alongside human operators in CNC machining operations. These 
robots are designed to be safe to work with and can assist in 

tasks such as part handling, deburring, or cleaning, thereby en-
hancing productivity and relieving workers from repetitive or haz-
ardous tasks [158]. They are equipped with sensors and ad-
vanced control systems that allow them to detect and respond to 
the presence of humans, ensuring a safe working environment. 
This collaboration enables a more flexible and adaptive manufac-
turing process where humans and robots can work together on 
different tasks, with the robot handling repetitive or strenuous 
tasks, while humans focus on more complex and cognitive as-
pects [159]. This integration leads to improved efficiency, reduced 
costs, and a safer and more collaborative working environment 
[160]. Some key aspects of robotics and automation in CNC 
machining operations, with a focus on collaborative robotics, are 
given below: 

 Automated material handling: Collaborative robots (cobots) 
are used to automate material-handling tasks in CNC machin-
ing operations. They can pick up raw materials, place them in 
the machine, and remove finished parts. Cobots are equipped 
with sensors and vision systems that allow them to detect and 
grasp objects safely, enabling efficient material handling with-
out the need for physical barriers or safety cages [160]. 

 Machine tending: Cobots are commonly employed for ma-
chine-tending tasks in CNC machining. They can load and un-
load workpieces, set up the machine, and initiate the machin-
ing process. Cobots work alongside human operators, taking 
over repetitive and physically demanding tasks, while humans 
focus on more complex operations, such as programming and 
quality control [161]. 

 Safety features: Traditional industrial robots are often sepa-
rated from human workers by physical barriers for safety rea-
sons. Collaborative robots are designed with safety features 
that enable safe interaction with human workers. They are 
equipped with force-sensing technologies that allow them to 
detect human presence and apply force accordingly [162]. 
This ensures that if a human comes into contact with the ro-
bot, it will stop or slow down to prevent injuries. Additionally, 
cobots have rounded edges and lightweight construction to 
minimise the risk of harm during accidental collisions [163]. 

 Programming and flexibility: Collaborative robots in CNC 
machining operations are programmed using intuitive interfac-
es. This simplifies the programming process, making it acces-
sible to non-experts. Operators can teach cobots tasks by 
physically guiding their movements or by using graphical pro-
gramming interfaces. This flexibility allows quick reprogram-
ming and reconfiguration of the robot for different tasks, mak-
ing them highly adaptable to changing production require-
ments [164]. 

 Enhanced precision and quality: Robotics and automation 
improve the precision and quality of CNC machining opera-
tions. Collaborative robots can perform tasks with high re-
peatability, ensuring consistent results. They can execute 
complex movements and follow precise paths, resulting in im-
proved machining accuracy and reduced errors. Additionally, 
cobots can integrate with measurement systems to perform in-
process inspections, enhancing quality control throughout the 
machining process [165]. 

 Easy integration: Cobots are designed to be easily integrated 
into existing workflows and systems. They can be pro-
grammed to work in tandem with CNC machine tools, han-
dling tasks such as material loading and unloading, tool 
changes, and part inspection. 
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 Increased productivity: By automating repetitive and time-
consuming tasks, collaborative robots increase productivity in 
CNC machining operations. Cobots can work around the 
clock, reducing machine idle time and maximising production 
efficiency. They can perform tasks with high speed and accu-
racy, resulting in shorter cycle times and increased output 
[166]. 

 Human–machine collaboration: Cobots allow for a closer 
collaboration between human workers and machines. While 
the cobot takes care of routine and physically demanding 
tasks, human workers can focus on more complex activities 
that require decision-making, problem-solving, and creativity. 

 Maintenance and diagnostics: Collaborative robots can be 
programmed to perform routine maintenance tasks on CNC 
machines, such as cleaning, lubricating, or even diagnosing 
simple issues. This proactive maintenance approach helps 
prevent unplanned downtime and ensures the longevity of 
CNC machine tools [167]. 

 Adaptive machining: Cobots can be integrated into the CNC 
machining processes to adapt to changes in the production 
environment. They can dynamically adjust their movements 
and tasks based on real-time feedback, improving overall sys-
tem flexibility [168]. 

 Workforce augmentation: Collaborative robotics in CNC ma-
chining operations do not replace human workers but rather 
augment their capabilities. By taking over mundane and phys-
ically demanding tasks, cobots free up human operators to fo-
cus on higher-level activities that require creativity, problem-
solving, and decision-making. This leads to a more skilled and 
engaged workforce [169]. 
Conceptual design of a collaborative robot for drilling modelled 

after human operation is shown in Fig. 10 [170]. 

 
Fig. 10. Conceptual design of collaborative robot for drilling modelled 

after human operation [170] 

In summary, collaborative robotics has transformed CNC ma-
chining operations by automating material handling, machine 
tending, and other tasks. Collaborative robotics enhances auto-
mation in CNC machine tools by combining the precision of CNC 
machining with the flexibility and adaptability of robots. This inte-
gration leads to improved efficiency, reduced costs, and a safer 
and more collaborative working environment [171]. 

10. PRODUCTION LINE INTEGRATION USING ROBOTICS 
AND AUTOMATION 

Robotics and automation play a crucial role in CNC machining 
operations and production line integration. They offer numerous 

benefits such as increased productivity, improved precision, en-
hanced safety, and reduced labour costs [172]. Automation sys-
tems enable the integration of multiple CNC machines into a 
cohesive production line [173]. Robots can transport workpieces 
between different machining stations, optimising the workflow and 
minimising idle time [174, 175]. Automated systems can also 
communicate with other manufacturing systems, such as enter-
prise resource planning (ERP) software, for seamless production 
management. Some key aspects of robotics and automation in 
CNC machining are given below: 

 Robotic material handling: Robots can be employed for the 
automated loading and unloading of raw materials and fin-
ished parts in CNC machines. They can handle heavy loads, 
operate in a precise and repeatable manner, and eliminate the 
need for manual intervention [176]. 

 Machine tending: Robots can be utilised for the continuous 
operation and supervision of CNC machines. They can per-
form tasks like tool changes, part measurement, and coolant 
application. This minimises downtime and maximises machine 
utilisation [177]. 

 Palletized automation: Palletized automation systems involve 
the use of robots to move workpieces between different CNC 
machines, inspection stations, and other manufacturing pro-
cesses. This allows for seamless integration and optimisation 
of the entire production line [178]. 

 Vision systems: Vision-guided robotics enable robots to locate 
workpieces, align them accurately, and perform tasks with 
high precision. They use cameras and advanced algorithms to 
analyse the environment, ensuring precise positioning and 
improved quality control [179]. 

 In-process inspection: Automated inspection systems can be 
integrated into CNC machining operations, allowing robots to 
measure dimensions, check tolerances, and detect defects in 
real time. This reduces the need for manual inspection and 
improves quality control [180]. 

 Collaborative robots (cobots): Cobots are designed to work 
alongside human operators, enhancing productivity and safety 
in CNC machining operations. They can assist with tasks such 
as part loading, deburring, and quality inspection, while ensur-
ing human–robot collaboration [181]. 

 Data analytics and integration: Robotics and automation 
systems generate vast amounts of data that can be leveraged 
for process optimisation. By integrating CNC machines and 
automation systems with data analytics tools, manufacturers 
can gain insights into machine performance, predictive 
maintenance, and production efficiency [180]. 

 Programming and simulation: Offline programming tools can 
be used to simulate and optimise the robot's movements be-
fore actual implementation. This can involve using a common 
programming language or developing a communication inter-
face between the robot controller and the CNC machine [182]. 

 Flexibility and scalability: Robotic systems offer the advantage 
of flexibility and scalability. They can be easily reprogrammed 
to adapt to different parts, product variations, and production 
volumes. This allows manufacturers to respond quickly to 
changing market demands [183]. 
The structure of a modern smart manufacturing factory using 

robotics and automation is shown in Fig. 11 [180]. 
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Fig. 11. Structure of a modern smart manufacturing factory using robotics and automation [180] 

Overall, the integration of robotics and automation in CNC 
machining operations and production lines leads to increased 
efficiency, improved quality, reduced cycle times, and enhanced 
competitiveness in the manufacturing industry [184]. However, it is 
crucial to carefully plan and integrate these systems to ensure a 
smooth and efficient operation in terms of productivity enhance-
ment of CNC machining operations. 

11. CONCLUSION 

Robotics and automation play a significant role in CNC ma-
chining operations, revolutionising the manufacturing industry. 
The use of robotics and automation in CNC machining operations 
brings greater efficiency, accuracy, and productivity while reduc-
ing costs, human error, and downtime. It enables manufacturers 
to meet increasing demands, improve quality control, and stay 
competitive in the industry. Robots are used to load and unload 
workpieces from CNC machines. They can handle heavy and 
bulky materials with precision, reducing the need for manual 
labour and increasing efficiency. Robotic machine tending allows 
for continuous operation, as robots can work 24/7 without fatigue. 
CNC machines often require different tools for various machining 
operations. Automation systems, such as tool changers, enable 
the machine to automatically switch between tools based on the 
programmed instructions. This eliminates the need for manual tool 
changes, saving time and reducing human error. Robots equipped 
with sensors and vision systems can perform accurate measure-
ments and inspections of machined parts. They can compare the 
dimensions of the workpiece against the CAD model or pre-
defined specifications, ensuring the quality and consistency of the 
output. Robots can be programmed to automatically change tools 
based on the machining requirements. This eliminates the need 
for manual intervention and reduces downtime during tool chang-
es. 

Automation systems integrated with CNC machines can adapt 
the machining process in real time based on feedback from sen-
sors and monitoring systems. This allows for adjustments to com-
pensate for tool wear, material variations, or environmental fac-
tors, resulting in improved precision and reduced scrap. Cobots 
are designed to work alongside human operators in CNC machin-
ing operations. They can assist in tasks such as part loading, 
deburring, or finishing, enhancing productivity and safety. Cobots 
have built-in safety features, such as force sensing and collision 
detection, allowing them to operate in close proximity to humans. 
Automation in CNC machining operations enables the collection of 
vast amounts of data, including process parameters, tool wear, 
and machine performance. These data can be analysed using 
advanced analytics techniques to identify trends, optimise pro-
cesses, and predict maintenance requirements, leading to im-
proved efficiency and reduced downtime. 

The integration of several CNC machines into an integrated 
production line is made possible by automation systems. By mov-
ing objects between several machining stations, robots may 
streamline the operation and save downtime. Additionally, auto-
mated systems can interface with other manufacturing systems, 
such as ERP software, to provide smooth production manage-
ment. Automation in CNC machining allows for the collection of 
vast amounts of data related to machining parameters, tool per-
formance, and production metrics. These data can be analysed 
using artificial intelligence and machine-learning algorithms to 
identify patterns, optimise processes, and improve overall effi-
ciency. 

Future research in robotics and automation in CNC machining 
operations is likely to focus on several key areas. Here are some 
potential avenues of investigation: 

 Advanced machine learning and AI algorithms: Researchers 
can explore the application of advanced machine learning and 
artificial intelligence algorithms to improve CNC machining 
operations. This includes developing algorithms for predictive 
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maintenance, tool wear prediction, optimising machining pa-
rameters, and adaptive control systems. 

 Collaborative robotics (cobots): Cobots are designed to work 
alongside human operators, enhancing their capabilities and 
improving safety. Future research can investigate the devel-
opment of more sophisticated cobots that can perform intri-
cate tasks in CNC machining operations while maintaining 
safe and efficient collaboration with human workers. 

 Intelligent process monitoring and control: Research can focus 
on developing intelligent monitoring and control systems that 
can analyse real-time data from CNC machines, sensors, and 
other sources to make informed decisions. This can involve 
the integration of machine-learning algorithms to detect 
anomalies, optimise cutting parameters, and ensure con-
sistent product quality. 

 Multi-axis machining and complex geometry: As the demand 
for intricate and complex parts increases, future research can 
explore advancements in multi-axis machining. This includes 
developing algorithms and strategies for efficient machining of 
complex geometries, such as freeform surfaces and non-
uniform rational basis splines (NURBS). 

 Automated tool path planning: Optimising tool paths is crucial 
for efficient machining. Future research can focus on auto-
mated tool path planning algorithms that minimise cycle time, 
reduce tool wear, and optimise chip evacuation. This may in-
volve considering factors like material properties, machine dy-
namics, and geometric constraints. 

 Human–machine interfaces (HMIs): User interfaces play a 
critical role in CNC machining operations. Future research can 
investigate intuitive and user-friendly HMIs that enable opera-
tors to interact with machines more effectively. This includes 
exploring the use of augmented reality (AR) and virtual reality 
(VR) technologies to enhance training, programming, and 
monitoring processes. 

 Integration of IoT and Industry 4.0 technologies: The integra-
tion of the IoT and Industry 4.0 technologies can enable real-
time data collection, analysis, and remote monitoring of CNC 
machines. Future research can focus on developing scalable 
and secure architectures to enable seamless connectivity and 
data exchange between machines, sensors, and other sys-
tems. 

 Sustainability and energy efficiency: As sustainability be-
comes increasingly important, future research can explore 
ways to make CNC machining operations more environmen-
tally friendly. This includes investigating energy-efficient ma-
chining strategies, optimising material usage, and minimising 
waste generation through advanced process monitoring and 
control. 

 Energy efficiency and sustainability: With growing concerns 
about energy consumption and environmental impact, future 
research can focus on developing energy-efficient machining 
strategies and optimising the use of resources in CNC opera-
tions. This can involve investigating novel machining tech-
niques, tool materials, or cooling strategies to minimise energy 
consumption and reduce waste. 

 Cybersecurity and safety: As CNC machines become more 
connected and integrated into manufacturing networks, ensur-
ing cybersecurity and safety becomes crucial. Future research 
can concentrate on developing robust cybersecurity measures 
to protect CNC machines from potential threats and imple-
menting safety protocols to prevent accidents or unauthorised 
access. 

 Machine learning for defect detection: Applying machine-
learning techniques to detect defects or anomalies in ma-
chined parts can help improve quality control. Future research 
can focus on developing algorithms that can automatically an-
alyse sensor data, such as vibration, temperature, or acoustic 
signals, to detect and classify defects in real time. 

 Adaptive control systems: Research can be directed towards 
the development of adaptive control systems that can dynami-
cally adjust machining parameters based on real-time feed-
back. These systems can optimise cutting parameters, tool 
wear compensation, and feed-rate control, leading to im-
proved machining accuracy and reduced production time. 

 Sensor integration and data analytics: Exploring advanced 
sensing technologies and integrating them into CNC machin-
ing processes can provide valuable data for optimisation. Fu-
ture research can investigate the integration of various sen-
sors, such as force/torque sensors, vision systems, and 3D 
scanners, and utilise data analytics techniques to extract val-
uable insights for process improvement. 

 Intelligent process planning: Research can be conducted to 
develop intelligent algorithms that can optimise the process-
planning phase in CNC machining. These algorithms can con-
sider various factors such as tool selection, toolpath optimisa-
tion, and fixture design, aiming to improve the efficiency, accu-
racy, and cost-effectiveness. 

 HMIs: Enhancing the interaction between humans and CNC 
machines can lead to improved productivity and ease of use. 
Future research can explore the development of intuitive user 
interfaces, AR or VR systems, and haptic feedback to facilitate 
efficient programming, monitoring, and control of CNC ma-
chines. 
These research areas have the potential to drive significant 

advancements in robotics and automation in CNC machining 
operations, improving productivity, flexibility, and overall manufac-
turing efficiency. 
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Abstract: Simultaneous localisation and mapping (SLAM) is a process by which robots build maps of their environment and simultaneous-
ly determine their location and orientation in the environment. In recent years, SLAM research has advanced quickly. Researchers are cur-
rently working on developing reliable and accurate visual SLAM algorithms dealing with dynamic environments. The steps involved in de-
veloping a SLAM system are described in this article. We explore the most-recent methods used in SLAM systems, including probabilistic 
methods, visual methods, and deep learning (DL) methods. We also discuss the fundamental techniques utilised in SLAM fields. 

Key words: simultaneous localisation and mapping, SLAM, visual SLAM, deep-learning SLAM  

1. INTRODUCTION 

Simultaneous localisation and mapping (SLAM) has been a 
focus of active study in contemporary robotics for the past few 
years. In this challenge, a mobile robot locates itself in an unfamil-
iar location and continuously generates a map of that environ-
ment. SLAM can be applied to both indoor and outdoor settings. 
The technique can be applied to a wide variety of fields, including 
underwater or aerial planning, and is not just limited to land-based 
mobile robots. Navigating, locating and mapping are the core 
technologies meant for use by intelligent, autonomous mobile 
robots. The goal is to first create a map of an unknown environ-
ment; then, information pertaining to the robot’s motion and that of 
the unknown environment are determined so as to track the posi-
tion of the robot in the environment. 

The goal of the probabilistic SLAM problem is to find the posi-
tion of the robot xt at time k, which moves in an unknown envi-
ronment, from the set of all observed landmarks m, the set of 

observations z0:t, the set of commands given to the robot u0:t 
and the initial state x0. The robot moves in an erratic manner, 
making it harder and harder to pinpoint where it is right now in 
terms of global coordinates. The robot’s noise sensor allows it to 
detect its surroundings while it is moving. After creating the map, 
the goal is to be able to gauge the vehicle’s position. 

According to pose graph optimisation in robotics, the state of 
the vehicle can be indicated. There are two techniques relevant to 
SLAM. If the present and previous postures of the robot are taken 
into consideration, the full SLAM technique can determine the 
entire trajectory of the robot. Based on the total sensor data, it 
estimates the entire set of poses. The online SLAM technique is 
carried out if we take into account the current pose and disregard 
environmental features (mapping) by observing the environmental 
features with a sensor and applying the command vector to the 
robot, often based on the most recent sensor data. The rule of 
Bayes can present the incremental nature of the problem. 

Proprioceptive, exteroceptive or a combination of both sen-

sors is used to determine the location and mapping of a robot. In 
SLAM systems, well-known sensors, including GPS, SONAR, 
LIDAR, IR, inertial measurement units (IMU), and cameras, have 
been used. When a camera serves as the single external sensor, 
the SLAM system is known as visual SLAM or V-SLAM. Visual 
SLAM is primarily divided into the monocular, RGB-D and stereo 
SLAM techniques based on the type of camera used. (1) Monocu-
lar SLAM is focused on using just one camera. (2) The RGB-D 
SLAM sensor, or RGB-D camera, is made up of the monocular 
camera and the infrared sensor combinations. When used in 
RGB-D cameras, they can produce colourful images with depth 
and real-time 3D data. It is based on structured light. These cam-
eras capture real-time 3D data. (3) SLAM stereo vision refers to 
the employment of multiple cameras, two or more lenses and a 
separate image sensor. The visual sensors have visual odometry 
on their own. It is precise, robust, and easy to implement. 

The camera is the most-popular sensor for acquiring visual in-
formation. However, it has several drawbacks, such as its poor 
optical resolution and sensitivity, which are particularly apparent in 
dim and complicated lighting conditions. Several imaging technol-
ogies, including LIDAR, have been created to overcome these 
drawbacks. However, because cameras are so closely modelled 
after the human visual acquisition system (eye), they provide 
significant benefits in terms of their ability to record colour and 
texture information as well as their ease of interpretation and 
understanding by a human observer. 

The type of map needed and the environment will influence 
the sensor selection. To accurately estimate the robot’s pose and 
model the scene spatially, one can put a variety of sensors on the 
robot’s body and combine the collected data. 

The task of visual localisation depends on three principal con-
cepts: VO (1)(2), structure from motion (SFM) (3), [4] and SLAM, 
where VO depends on locating the ego-motion or 3D motion of a 
robot by relying on the input from the camera’s ‘image.’ It is pri-
marily focused on reconstructing the camera’s path. The SFM is 
based on the recovery of the relative poses of a camera and the 
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three-dimensional (3D) structure from a set of (2D) images of a 
camera or video. SLAM consists of using these two pieces of 
information at once, estimating the trajectory of the camera while 
simultaneously reconstructing the environment. 

Visual simultaneous localisation and mapping (VSLAM) is 
used to enhance surgical performance in the medical field since a 
large number of individuals face surgical difficulties each year. 
Fifty percent of these issues can be avoided with proper surgical 
training and evaluation. Current research combines many deep 
learning (DL) approaches. Automating surgical reviews, keeping 
an eye on surgical procedures and assisting surgeons in making 
decisions during operations all depend on the recognition of surgi-
cal tools and workflows to improve surgical performance. Various 
neural networks (NNs) have been developed in this sector to 
conduct tool and workflow recognition as well as to extract visual 
information from surgical videos (5)(6). 

This research has also found applications in the agriculture 
domain. It is necessary to create innovative approaches that can 
boost production while reducing the demand for human labour. 
Automated and intelligent agricultural systems are crucial to ad-
dressing issues including the lack of manpower, improving worker 
safety and cutting production costs by preserving energy, money 
and time. Precision agriculture may be characterised as a strategy 
that enables the producer to make better decisions per unit area 
of land and per unit of time. Nowadays, a greater number of fruits 
and vegetables are cultivated in greenhouses, and it is just as 
crucial to monitor indoor cultivars as it is for crops produced out-
doors (7). Image sensors are becoming more and more common, 
and they are being utilised in greenhouses to gather data for 
purposes like plant-monitoring techniques. A technique for identi-
fying and categorising bacterial spot infections in tomato crops 
using camera pictures was developed by Borges et al. (8). In the 
study by Liu et al. (9), the authors take pictures of cucumbers 
within a greenhouse using a handheld camera, and then they 
apply DL to recognise the objects. This is yet another example 
using camera image analysis. Methods for calculating the animal 
condition score have also been used after digital picture pro-
cessing (10)(11). Real-time site monitoring is a current difficulty in 
indoor precision farming and animal management. The most-
common and time-consuming tasks in on-farm operations were 
found to be gathering data for tracking crop growth or animal 
conditions (12). Thus, novel remote-sensing techniques based on 
self-governing robots may prove to be a valuable resource for 
indoor agriculture and dairy farm administration in the future. 

The objective of this paper is to present the evolution of SLAM 
since its inception, the technique used at each stage and their 
contributions to tackling various difficult applied research prob-
lems. The second section presents an overview of visual SLAM, 
its architecture and its different parts. The third section presents 
the probabilistic methods of SLAM. The fourth section is devoted 
to the SLAM based on vision. The fifth section introduces deep-
learning-based approaches. The sixth section raises problems 
and challenges. A conclusion is drawn in section seven. 

2. VISUAL SLAM OVERVIEW 

VSLAM is an emerging embedded vision technology and is 
found very effective. The architecture of visual SLAM consists of 
three principal tasks: initialisation, localisation and mapping. The 
first phase of initialisation is to create a 3D initial map, made 

possible by the extraction of feature points and then determining 
their 3D world locations from the depth image. The phases of 
tracking and mapping are applied simultaneously; tracking esti-
mates the path of the camera by matching features and refining 
them by tracking the local map. Localisation computes the novel 
3D map points. Fig. 1 presents the architecture of visual SLAM. 
To improve its performance, two modules have been added: 
relocalisation and global map optimisation. Sometimes, the track-
ing process fails due to several constraints, including rapid cam-
era motion, disturbances, scenes without texture or a dynamic 
environment. To solve these problems, the task of relocalisation is 
necessary to compute the camera pose. While the camera is 
moving, a previously recognised image is captured, from which 
the loop-closing steps are designed. 

The latter compares the current landmarks with the previous 
keyframes. The cumulative estimation error is generated at the 
map level. To get rid of this error, global map optimisation is usu-
ally done. This process is done to refine the map, taking into 
account the consistency of the entire map information. 

Visual SLAM requires feature points from the environment, but 
it also requires static landmarks to provide an accurate approxi-
mation. In addition, a classic SLAM and a current SLAM make up 
the V-SLAM domain. The classic V-SLAM technique supposedly 
depends on the surroundings. With a moving camera, the sur-
roundings are actually thought of as static. During the VO proce-
dure, a number of dynamic feature points are considered in the 
real world. To find dynamic feature points and discard them from 
the V-SLAM estimate process, modern visual SLAM integrates the 
architecture of V-SLAM with object detection. This method of pose 
estimation and mapping lowers the amount of pose estimation 
and mapping error by accounting for the overall movement of 
dynamic objects in the scene. Without using any previous object 
models, the environment is examined to gather all relevant data, 
including dynamic, geometric and contextual information. 

In recent works on the current V-SLAM, moving objects in a 
dynamic environment are estimated and then represented in a 
spatiotemporal map. The estimation of the cumulative error of 
localisation and mapping is decreased by the improvement in 
feature point selection. Differentiating between static and dynamic 
objects is one of the most crucial aspects of the V-SLAM method. 
As a result, scientists have created cutting-edge algorithms based 
on DL, computer vision and artificial intelligence. The three stages 
of the authorised discrimination process are as follows: detection 
of prospective dynamic objects based on categories of dynamic 
objects that have been established. The second stage, segmenta-
tion, is optional. The third stage, optical flow estimation-based 
motion detection of possibly dynamic moving objects, comes next. 

The ability to obtain information about the location and shape 
of objects is a benefit of localisation and object detection. There 
are overlapping concepts in this work that need to be clarified. 

Classification/recognition—Finding the identity of the object in 
an image is necessary for this activity. In another way, assign it to 
a category from a list of pre-established categories. The localisa-
tion process seeks to pinpoint the object’s position and create a 
bounding box around it. 

All objects in the image are identified and classified during the 
object-detection process. Each object has a bounding box around 
it and is assigned a category. 

By constructing a pixel mask for each object in the image, the 
segmentation approach enables a deeper understanding of the 
scene. Semantic segmentation and instance segmentation are the 
two basic categories into which it is divided. Semantic segmenta-
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tion-based classification represents all pixels that fall under a 
certain classification. Semantic segmentation groups related items 
and assigns them to a single class, rather than classifying pixels. 
Each pixel in the image is classified into a class using instance 
segmentation, and each class is then assigned to a different 
instance of the item. Fig. 2 presents different types of segmenta-
tion. 

As a result of the relative movement between the observer 
and the scene, optical flow expresses the shape of the apparent 
movement of objects, texture and edges in a visual scene. The 
distribution of apparent velocities in the brightness level of the 
image created by moving objects is another way to describe it. 
 

 
Fig. 1.   SLAM Architecture, SFM, structure from motion; SLAM, simulta-

neous localization and mapping 

 
Fig. 2. Different types of segmentation 

SLAM algorithms have evolved over time in response to the 
advancement of sensors, objectives and the pursuit of answers to 
specific issues in many research areas. Three phases can be 
identified in the evolutionary process. The initial phase was based 
on 1980 probability methodologies, which included filter-based 
techniques and optimisation-based strategies. The filtering tech-
niques fit into iterative workflows that are appropriate for online 
SLAM. The full SLAM problem is addressed by the optimisation 
techniques, which group batch processing approaches. Classical 
sensors like Lidar, GPS and other sensors are the main focus of 
this phase. The second phase, based on computer vision and 
camera vision, was introduced in 2003. This technique is called 
vision-based SLAM. Its research advanced quickly and was able 
to resolve the SLAM issue and reconstruct 3D maps. The most 
recent phase, perception, began in 2014. The goal is to use learn-

ing to determine the system’s correctness and robustness. It is 
based on DL, an algorithm that uses a convolutional neural net-
work (CNN) to recognise objects in an image. Fig. 3 presents the 
phases of evolution. 

 
Fig. 3. SLAM evolution 

3. SLAM PROBABILISTIC METHODS 

3.1. Techniques based on filters 

The methods based on filters are derived from Bayesian filter-
ing. It works as an iterative process with two phases: prediction 
and correction. To forecast vehicle states and maps, the predic-
tion phase first uses the evolution model and control inputs uk. 
The second stage aims to correct the state that had been previ-
ously projected by comparing the map’s current observation with 
the sensor data’s current observation. The observation model 
combines mapping and observation. To estimate the location of 
the vehicle and the map, these two phases iterate and then grad-
ually integrate sensor data. 

Four main paradigms, on which various models have been 
created, form the foundation of SLAM. ‘EKF’ stands for extended 
Kalman filter. It is the oldest robotic system in terms of history. 
However, due to its restricted mathematical capabilities, it has lost 
some of its appeal. The second is the unscented Kalman filter that 
is known as ‘UKF’. It was created to solve EKF issues with ex-
tremely non-linear systems. Information filtering (‘IF’) is the third 
strategy. It is the Kalman filter’s (KF) inverse form. The fourth 
approach makes use of particle filters, which are non-parametric 
statistical filtering methods. They are widely used as online SLAM 
techniques and can address the issue of data association. 

3.1.1. EKF  

The first branch derivative of the KF created by Kalman (13) is 
the EKF. To handle linear systems, the KF was created. SLAM 
also employs it extremely rarely, despite its high convergence. On 
the other hand, The EKF can linearize non-linear systems using 
the first-order Taylor expansion(14).  

EKF SLAM’s first publications appeared in Refs (16)(17). 
Their method is based on estimating the movement of robot loca-
tions and a set of environmental characteristics using a single-
state vector. A covariance matrix generates their estimation un-
certainty as well as the correlations between the robot condition 
and the estimation of attributes. Using the EKF, the system’s state 
vector and covariance matrix are updated (13)(18). When new 
features are noticed, more examples are added to the vector of 
states, and the system’s covariance matrix grows significantly in 
size. 
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The EKF-SLAM methods have been extended by many au-
thors to accommodate the issue. The calculation of the Jacobian 
and the linear approximation of non-linear models are two signifi-
cant issues with EKF-SLAM. It can result in a filter inconsistency 
issue. A SLAM technique based on the central difference Kalman 
filter (CDKF) has been suggested by Zhang et al. (19) as a solu-
tion to this issue. For the purpose of approximating the non-linear 
models, the authors created the Sterling’s polynomial interpolation 
method. It is based on trying to solve the SLAM issue in the prob-
abilistic state space. The adaptive KF employing the AKF (20) has 
the benefits to include real-time processing. AKF has the ability to 
modify KF’s parameters and improve the filtering. Additionally, the 
method can enhance the mapping and localisation accuracy by 
overcoming the challenge of information mismatch. 

The adaptive EKF is a method that was proposed by Tian et 
al. (21) to enhance the conventional EKF. It is based on both 
maximisation of expectation creation (EM) and the maximum 
likelihood estimation (MLE). Its goal is to enable repeated approx-
imations of the statistical noise and its covariance matrices by the 
standard EKF. As a result, EKF offers the capability to modify and 
improve the values created by MLE and EM production. Although 
it uses unbiased estimation to estimate the noise recursive statis-
tics and produces high-quality results, one potential issue is that 
non-positive matrices of statistical covariance of process and 
measurement noise are defined. To lessen this issue, innovation 
covariance estimation (ICE) is added. 

An autonomous wheeled mobile robot’s SLAM problem is re-
solved using the suggested method (AEKF-SLAM). The disad-
vantage of this method is that it has a larger computational cost 
than EKF. 

3.1.2. UKF 

Julier and Uhlmann (22) introduced the unbiased KF, some-
times known as the UKF in the literature. The gradient calculation 
of the system equations is not explicitly used by the UKF algo-
rithm, in contrast to EKF. The method relies on sampling particles, 
or a collection of points dubbed ‘sigma’, which are weighted 
around the expected value using a probability function and then 
passed to the non-linear function to recalculate the estimation. 
They enable accurate evaluation of the state vector distribution’s 
mean and standard deviation up to the second-order approxima-
tion. Hence, to obtain the equivalent set of modified points, the 
sigma points are replaced. The UKF-SLAM was developed to 
address issues with the EKF, such as inconsistent performance. 
Traditional UKF-SLAM models the system as being precisely 
known and the perturbations as Gaussian noises with well-known 
statistics. Asymmetry in the actual applications could result from 
all these presumptions. These defects must be avoided to boost 
estimate precision; therefore, the Robust SLAM (RSLAM) was 
developed by Havangi (23). The H∞ square root UKF, which is 
applicable to non-linear systems with non-Gaussian disturbances, 
forms the basis of RSLAM. This technique has the benefit of not 
requiring knowledge of noise distributions or that they must be 
Gaussian, which makes it more adaptable and less constrained in 
practical applications. Additionally, because the resulting covari-
ance matrices will continue to be semi-positive definite, RSLAM 
has steadily increased the numerical stability when compared to 
the UKF-SLAM technique. An adaptive neuro-fuzzy inference 
system is used to tweak the RSLAM parameters, producing better 

performances. RSLAM thus outperforms other UKF-SLAMs, 
according to the Monte Carlo simulation. 

An unscented adaptive Kalman filter (AUKF), employed on the 
SLAM problem both in the simulation data and in the actual appli-
cation, was presented by Bahraini et al. [27, 28]. It is suggested 
that the scale parameter, which is based on the maximum likeli-
hood function at each time step, be adjusted. The algorithm’s 
results show that it reduces error estimation and increases navi-
gational accuracy.  

The covariance positive defined the positive loss prevents 
UKF from operating, and its strong correction amount reduces the 
SLAM algorithm’s efficiency to improve the performance of UKF. 
Tang et al. (26) proposed an improved Schmidt Orthogonal Un-
scented Kalman Filter (ISOUKF). The approach is based on a 
two-step modification of the UKF algorithm. The Schmidt Orthog-
onal transform (SOT) sampling method is used in the first step to 
select sample points, and the SOT sampling approach is em-
ployed to lower the computational amount of UKF to some level. 
The notion of a strong tracking algorithm (27) then employs an 
adaptive fading factor, and the prediction covariance matrix uses 
the fading factor effect to boot system state tracking capacity. The 
ISOUKF algorithm was enhanced, and the SLAM technique was 
made more effective in the second stage using the square root. 
This technique lowers processing costs while presenting a high 
degree of precision in tracking robots for SLAM. 

3.1.3. Information filter 

IF is a KF variant that is the inverse of the KF, as shown by 
Maybeck (28). This filter adds the vector and the informational 
matrices directly, presenting an inverse information matrix of the 
covariance matrix, which contains the state error. The extended 
information filter (EIF), a non-linear version of the IF, is computa-
tionally comparable to the EKF with one key distinction: the EIF 
has an inverse covariance matrix. 

The SLAM issue was also addressed by using the candidate's 
EIF techniques (29). The sparse extended information filter (SEIF) 
technique, which was introduced by Thrun et al. (30), has been 
suggested as another extension of IF. The IF can be upgraded to 
exactly sparse extended information (ESEIF) (31), which is more 
consistent locally than SEIF, by leveraging parsed data for less 
complexity. He et al. (32) proposed the iterative sparse extended 
information filter (ISEIF). By solving the measurement update 
equations iteratively and adaptively, this approach seeks to mini-
mise linearisation errors. The consistency and accuracy of SEIF 
have increased because the scaling advantage is still present. 
However, IF has various uses as given in Refs. [36(34). It is not 
popular in SLAM. 

3.1.4. Particle filter 

This was proposed by Del Moral (35), under the name ‘Parti-
cle Filters’ also called ‘bootstrap filter’ (36), and ‘Sequential Mon-
te-Carlo (SMC)’’ (37). It is a filter that allows for finding solutions to 
a problem of localisation. In the observation, it does not need the 
limitations of the Gaussian noise, and it can adapt to any distribu-
tion. It is based on a set of generated points called ‘particles’. 
Each of these particles represents the probable state of the sys-
tem. The weight coefficients (weights) on each particle are  
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a measure of the degree of confidence one may have in the latter 
to effectively represent the state. Their principle is as follows: 
samples of the state are taken with a set of particles according to 
their probability density. The particles are evaluated according to 
the equation of the state of the system; this is the prediction step, 
and then the weights are adjusted according to the observations; 
this is the correction step. The most probable particles are kept, 
the rest are removed and new particles are generated. Many 
versions of particulate filters have been proposed in the literature, 
such as sampling importance resampling (SIR) (38) and regular-
ised particle filter (RPF) (39). 

The first to make particulate filters adaptable to the SLAM 
problem was Blackwell (40), which is known as Rao–
Blackwellisation. Doucet and Murphy (41) and Kevin Murphy (42) 
observed that the probability between the landmark sites is condi-
tionally independent when the robot’s route is known. Rao–
Blackwellised (RB) decomposition was therefore introduced and 
carried out in a manner that added to the broad framework of PF 
for solving the SLAM issue. Based on this concept, Montemerlo et 
al. (43)(44) suggested the FastSLAM once more, this time utilising 
a few low-dimensional EKF to estimate the landmark locations 
and the Rao–Blackwellised particle filter (RBPF) to estimate the 
robot path. Stated differently, FastSLAM employs a hybrid tech-
nique that combines the PF with EKF, allowing the robot to attain 
more precision. The procedure in this method is predicated on the 
robot’s prior posture prediction. Additionally, the method pre-
sumes that the landmarks are not conditionally dependent on one 
another while the robot’s position is known. Furthermore, the robot 
localisation problem and the challenge of gathering estimated 
landmarks, both of which depend on estimating the robot’s pose 
are separated from the SLAM by the method. 

The computing complexity of FastSLAM, denoted as (M log 
N), is contingent upon the quantity of landmarks (M) and particles 
(N), both of which may have fixed values. Since every particle 
prescribes landmarks in a distinct way, FastSLAM performs sev-
eral data associations, making the data association incredibly 
error-resistant. FastSLAM is easy to use and has a significant 
advantage in data association over EKF-based SLAM techniques, 
but, in some situations, the chosen samples are frequently ineffec-
tive. It is not necessary to linearise the robot’s motion and meas-
urement models. Its use in non-linear and non-Gaussian systems 
is more effective and convenient. The primary benefit of the 
FastSLAM approach is that particles carry out their own data 
associations, whereas the KF-based SLAM technique bases its 
system design on a single data association assumption for the 
whole filter. Furthermore, compared to KF-based approaches, the 
use of particle filters for robot trajectory sampling results in lower 
memory use and processing costs. However, because FastSLAM 
must perform an independent data association, it is vulnerable to 
divergence, and its computing cost increases significantly in noisy 
situations due to sparse maps. However, the limited feature posi-
tion dependencies in FastSLAM instantiations lead to sluggish 
convergence. Moreover, the method’s poor universal consistency 
renders it unsuitable for long-term navigation in expansive situa-
tions. 

A better version of this technique, known as FastSLAM 2.0, 
was later published by Michael et al. (45). According to them, the 
proposed distribution of this approach depends on the actual 
measurement of the mobile robot as well as the previously esti-
mated pose. Along with the improvements of FastSLAM 1.0, 
FastSLAM 2.0 also has an improved proposal distribution that 
results in a more consistent computing cost. The derivation of the 

Jacobian matrices and the linear approximations of the non-linear 
functions are two significant potential shortcomings of FastSLAM. 
It takes work to calculate the Jacobian matrix, and the estimate 
accuracy degenerates when the posterior covariance is not accu-
rately approximated. To solve these problems, a novel method 
named Unscented FastSLAM (UFastSLAM) (46) was proposed to 
address linearisation-related issues in the FastSLAM framework. 
It is based on the use of scale unscented transformation. The 
linearisation procedure involving Jacobian computations is elimi-
nated without the buildup of linearisation mistakes. This approach 
offers resilience in the mapping and localisation processes. How-
ever, the UFastSLAM often reduces particle diversity throughout 
the particle resampling process, and importance sampling is 
prohibited owing to covariance positive definite loss, resulting in 
accuracy degradation. 

Variations of FP have appeared, such as distributed particle 
DP-SLAM approaches (47) and DP-SLAM 2.0 (48). These ap-
proaches proposed a data-storage structure based on the use of a 
minimal ancestry data tree. It makes quick updates by leading the 
PF while the number of iterations of the latter is reduced. In 2015, 
a new improved version of FastSLAM2.0 called six degrees of 
freedom (6-Dof) low dimensionality SLAM (L-SLAM) was devel-
oped by Zikos and Petridis (49). L-SLAM is based on using a 
particle filter of lower dimensionality than FastSLAM, for a small 
number of particles. L-SLAM achieved better accuracy than 
FastSLAM1.0 and FastSLAM2.0, and its speed surpasses 
FastSLAM2.0 by a factor of 3. L-SLAM is suitable for solving 
problems with high dimensions that have high computational 
complexity. To update the particles of the L-SLAM approach using 
a linear KF, in contrast we use an EKF to update the FastSLAM 
algorithm.To build a map by RBPF and ensure overall consisten-
cy, Nei et al. (50) presented an efficient system of RBPF that is an 
improved Lidar SLAM system by adding loop detection and corre-
lation called LCPF-SLAM. The suggested LCPF SLAM enhances 
the consistency of the RBPF SLAM to be usable in comparatively 
wider scenarios. It also has enhanced loop identification and a 
new metric known as the usable ratio for determining the relevant 
information gained from laser readings. Still, the approach per-
forms slowly since additional criteria are used to determine if a 
loop is reliable. 

Resampling fixes the major flaw of the particle filter, the de-
generacy of the weights, but after several iterations, particle diver-
sity in particle concentration is completely absent; it is the problem 
of particle depletion. Hua and Cheng (51) proposed an adaptive 
fading unscented KF method (UFastSLAM) to solve the problem 
of particle degradation using the resampling method. It uses the 
UT transformation to eliminate the Jacobian matrix from the 
FastSLAM approach and improves the assessment of the position 
estimation. They replaced the KF with an unscented KF, which is 
suitable for non-linear systems. It also has other advantages in 
avoiding the accumulation of errors during linearity and has a 
better effect on pose estimation. In the UFastSLAM algorithm, the 
particles of PF are produced from the distribution of system state 
variables that do not depend on the posterior probability. It builds 
a proposed distribution function to edit and adjust the parameters 
adaptively and make the function of distribution closer to the 
system’s posterior probability distribution. It is effective in improv-
ing the problem of particle degradation. An improved transformed 
unscented FastSLAM (ITUFastSLAM) with the adaptive genetic 
resampling ITUFastSLAM was introduced by Lin et al. (52). An 
improved importance sampling using the UKF was transformed to 
improve the performance of FastSLAM. A new fuzzy noise estima-
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tor is used for the improvement, which allows adjusting the state 
and observation noises online according to the residual and asso-
ciated covariance and results from it, attenuating the flaws result-
ing from the imprecision of the model. They replaced the step of 
conventional resampling with adaptive genetic resampling. Tang 
and Chen (53) developed an improved adaptive unscented 
FastSLAM (IAUFastSLAM) with genetic resampling, to ameliorate 
the low tracking accuracy. This algorithm uses QR and SVD de-
composition to deal with the positive definite loss of covariance in 
the UKF and to give the system the ability to track. They used an 
adaptive factor consisting of the orthogonal principle of residual 
vectors to predict the covariance matrix, and the function of Huber 
cost is generated by the modified covariance matrix to effectively 
eliminate the error of the measurement model. To increase the 
particle diversity, they used an improved genetic approach (GA) 
and used the suppressed sample impoverishment effectively to 
complete the resampling for UFastSLAM. 

3.2. Techniques based on optimisation 

SLAM’s improvement-oriented approaches branch out into 
two disciplines. The first subsection is based on finding a match 
between the novel observations and the map derived from the 
sensor data. The second subsection seeks to obtain a coherent 
whole by refining the car’s position (and subtracting the past) and 
the map by looking at the constraints. When it comes to optimisa-
tion, we can classify these algorithms into two main branches: the 
SLAM graph and bundle adjustment (BA). 

3.2.1. The graph SLAM 

This is an algorithm that solves the SLAM problem owing to 
non-linear parsimonious optimisation. Lu and Milios (54) proposed 
this algorithm as the first work in robotics to solve the problem of 
SLAM, based on the graphical representation of the Bayesian 
SLAM shown in Fig. 4 (55). The graphic has been translated into 
a matrix that describes and combines the relationships between 
features and robot positions. It can easily be constructed for use 
to optimise the framework. The graph SLAM is based on two 
types of nodes: motion nodes and measurement nodes. Motion 

nodes connect two consecutive robot locations xt−1 and xt. The 

measurement nodes connect the poses xt, to the landmarks mi. 
The graph edges present a non-linear constraint that represents 
the negative logarithmic likelihood of both the measurement and 
movement patterns. One of the greatest disadvantages of this 
method is the problem of the non-linear least squares produced 
by the sum of all the constraints. Many implementations are used 
to develop Graph-SLAM TORO (56), TreeMap (57), HOGMan 
(58), ISAM2 (59), g2o (60), GTSAM (61), DCS (62), SacViSLAM 
(63) and SSA (64). 

Zhao et al. (66) proposed a method named LinearSLAM to 
solve the problem of large scale in SLAM based on a submap 
joining approach. The local sub-map is constructed using the local 
information to find the solution to a small-scale SLAM. The ad-
vantages of combining sub-maps include solving linear least 
squares and establishing non-linear coordinate transformations. 
This approach does not require initial values and iterations since 
there are closed form solutions to linear least squares problems. 
The algorithm can be used in pose-graph SLAM, D-SLAM, fea-

ture-based SLAM and in both 2D and 3D scenarios. Holder et al. 
(67) presented an algorithm that builds a map from radar detec-
tions by applying the iterative closest point (ICP) algorithm with 
the goal of matching successive scans given from a single radar 
sensor. Youyang et al. (68) proposed a G-pose graph optimisation 
algorithm that is an algorithm without having to handle the com-
plex Bayes factor graph. In their proposed method, they transform 
the absolute pose estimation problem into a relative pose estima-
tion problem. The main advantage of the G-pose graph optimisa-
tion method is its robustness to outliers. In fact, they added a loop 
closure metric to handle outliers. Fan et al. (69) presented the 
CPL-SLAM algorithm, which is efficient and certifiably correct. It 
uses complex numbers to solve SLAM based on a planar graph. 
Sun et al. (70) proposed an active integrated method by using the 
method of a Cartographer to build and do efficient frontier detec-
tion. Pierzchała et al. (71) used the Graph-SLAM algorithm to 
generate localised forest maps. With the aim of mapping, they 
collected the 3D data using a specially designed mobile platform 
composed of several sensors. 

 
Fig. 4.   (a–c) Schematic diagram of building a graph. The (a) diagram 

graph shows the observation 1s landmark m1, the (b) shows the 

constraints in the matrix form and presents robot motion from 1 

to 2. The (c) shows several steps later (65) 

3.2.2. Bundle adjustment 

It is a vision technology that aims to refine a visual reconstruc-
tion of the three-dimensional structure and parameters of the 
camera (pose and calibrations). The symbol ’bundles’ refers to 
rays of light leaving each 3D feature and converging on each 
camera centre. Then they are optimally ’adjusted’ concerning both 
the feature and the positions of the camera. The main idea is 
optimisation, usually based on the objective function (ML) Leven-
berg-Marquardt algorithm (72). The optimisation of the best pa-
rameters (camera and landmark positions) is achieved by reduc-
ing some cost functions that determine the fitting error and finding 
the optimal solution concerning both structure and camera varia-
tions. To perform optimisations, many approaches have been 
proposed (73)(74). 

In many works, the BA method is used in visual state-
estimation problems SLAM and Visual-Inertial Odometry. The 
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objective of the BA approach is to estimate the 6-DOF camera 
path and 3D map (3D point cloud) according to the tracks of the 
input feature. One of the disadvantages of this algorithm is that it 
is computationally heavy and cumbersome because, in the pro-
cess of optimisation, it takes all the variables at once. Second, 3D 
structure estimation needed a baseline sufficiently inherent in BA; 
the algorithm of SLAM will struggle in slow–motion periods or pure 
rotational motion. Melbouci et al. (75) proposed a method based 
on combining depth measurements and monocular visual infor-
mation in a cost function fully presented in pixels. The idea is to 
consider sparse depth information as an extra constraint in BA. 
Frost et al. (76) presented a technique for integrating scale data 
from object classes into monocular visual SLAM based on BA. In 
Schops et al. (77), one finds a description of a methodology 
named fast-direct BA formulation that can be applied in a real-time 
dense RGB-D SLAM approach. This results in the use of rich 
information in global optimisation, which obtains paths with great 
precision. Zhao et al. (78) proposed a novel, rigorous and efficient 
method called good graph. They used a BA-based V-SLAM back-

end to improve their cost efficiency. Their objective is to define 
graphs with small sizes to be improved in the phase of local BA 
using preservation conditions. Wang et al. (79) introduced the 
SLAM framework based on saliency and the backbone given by 
ORB-SLAM3 (80). They developed the salient BA based on the 
saliency map value that can make the salient feature fully play its 
value. A new SLAM system is proposed by Gonzalez et al. (81). It 
uses the semantic segmentation of objects and structures in the 
scene. The authors modified the classical BA formulation using 
geometrical priors to constrain each cluster, which allows for 
improving both camera localisation and reconstruction and ena-
bles a better understanding of the scene. Tanaka et al. (82) pro-
posed a learning-based BA based on a graph network. It replaces 
the standard Levenberg–Marquardt approach of BA with an algo-
rithm based on learning. The advantage here is that it runs very 
fast and can be applied instead of conventional optimisation-
based BA. Tab. 1 summarises the probabilistic methods by speci-
fying the type of algorithm adopted for each method and the year 
they appeared. 

Tab. 1. Probabilistic methods strengths and problems 

SLAM- probabilistic methods 

Methods Type Algorithm Year Comment 
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KF (13) 1986 
Strength: -Efficient convergence -Adapt to uncertainty -The mean must be known. 

Problem: -Gaussian restrictions -The issue with high-dimensional maps. 

-Association of data in large environments -First order Tylor expansion. 

-Vulnerable to linearisation errors. EKF (15) 1990 

CDKF (19) 2009 

Strength: -Approximate the non-linear model-solve the SLAM issue in the probabilistic state space 
-Reduction in the ambiguity for data association. 

Problem: -Calculate the mean and covariance. 

AKF (20) 2016 Strength: -Gain adjustment in real time-accurate-robust mapping. -Strong estimation for AKF-Unbiased 
estimation for AEKF. 

Problem: -High computational cost-Association data problem -Gaussian noise. 
AEKF (21) 2020 

U
ns

ce
nt

ed
 K

al
m

an
 

UKF (22) 2000 

Strength: -Dealing with non-linearities-Coping with uncertainty -Expansion of the second order Taylor. 

Problem: -It is necessary to know the mean and covariance -Assumes that the system is exactly 
understood and that disturbances are stationary Gaussian noises with known statistics. The covariance 

positive defines loss and its calculation amount is large. 

AUKF [27(25) 2019 
Strength: -Find the appropriate value for the scaling parameter and improve the estimate accuracy-

Accurate. 

RSLAM (23) 2016 
Strength: -Applied to non-linear systems with non-Gaussian noise -It is more flexible and adaptative  

-Has fewer limitations in real application. 

ISOUKF (26) 2022 Strength: -High precision-reduces computational cost  -Accuracy and efficiency. 

In
fo

rm
at

io
n 

IF (28) 
1979 

Strength: -Straightforward and easy to execute-Handle maps with high dimension. 

Problem: -Challenges when integrating maps-Issue with connection of data. EIF (29) 

SEIF (30) 2004 
Strength: -Representation of graphical grids. -Sparsification-constant computational cost. 

Problem: -Inadequate representation-Iterative and slow. 

ESEIF (31) 2007 Strength: -More consistent with leveraging parsed data. 

ISEIF (32) 2015 Strength: -Measurement update equations iteratively and adaptively. 

P
ar

tic
le

 fi
lte

r 

PF (35) 1996 
Strength: -Handles non-linearities -Handles with non-Gaussian noises. 

Problem: -Big complexity-Data Association. 

Rao-Blackwell 
PF (40) 

2000 

Strength: -Cost of calculation in logarithms-linearisation is not necessary-Accuracy. 

Problem: -Data association has a high cost-The landmarks’ information is limited. 

-Higer dimensional map. 

FastSLAM 
(43) 

2002 

2007 

Strength: -Higher accuracy-Path and landmark estimation 2007. 

-Does not necessary to linearise the robot’s motion and measurement models. 

-Its use in non-linear and non-Gaussian systems -FastSLAM2.0 more consistent computing cost-
FastSLAM2.0 linearises the non-linear model. 

Problem: -It must perform an independent data association -It is vulnerable to divergence.  
-It is computing cost increases significantly in noisy situations due to sparse maps  

-Universal consistency renders it unsuitable for long-term navigation in expansive situations.  
The derivation of the Jacobian matrices and the linear approximations of the non-linear functions. 

FastSLAM 2.0 
(45) 

2003 
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DP-SLAM 
(47)(48) 

2003 Strength: -Data storage. -It makes quick updates. 

L-SLAM (49) 2015 
Strength: -Uses small number of particles.-Better accuracy than FastSLAM. 

-Speed-Solve problems with high dimensions that have high complexity computational. 

LCPF (50) 2020 

Strength: -Improved loop detection .-Detects the useful information obtained from laser readings. 
- Improve the consistency. 

Problem: -The approach performs slowly since additional criteria are used to determine if a loop is 
reliable. 

ITUFastSLAM 
(52) 

2019 Strength: -Adjusts the state and observation noises online. 

UFastSLAM 
(51) 

2020 

Strength: -Solves the problem of particle degradation. -Uses the UT transformation to eliminate the Jacobian 
matrix.-Improves the assessment of the position estimation.-Avoids the accumulation of errors. 

Problem: -Reduces particle diversity throughout the particle resampling process. -The importance 
sampling is prohibited owing to covariance positive definite loss. 

IAUFastSLAM 
(53) 

2021 

Strength: -Ameliorates the low tracking accuracy. -Deals with the positive definite loss of covariance in UKF. 
-Predicts the covariance matrix. 

- Eliminates the error of the measurement model effectively. 

O
pt
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n 
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TreeMap (57) 2006 
Strength: -incremental optimisation approach-Update O.log N/ time. 

Problem: -Only provides a mean estimate 

TORO (56) 2008 

Strength: -Optimisation strategy based on SGD. - Robust under the poor first predictions. 

-Assumes that constraints have covariance matrices that are generally spherical. 

Problem: -ecovers fast from big mistakes but has delayed minimum convergence.  
-Only provides a mean estimate. 

HOGman (58) 2010 
Strength:- Incremental optimization approach via hierarchical pose graphs and lazy optimization. 

Problem: -Requires pose-graphs with full rank constraints. 

g2o (60) 2011 
Strength: -Flexible and readily adaptable SLAM optimization framework -It includes many optimisation 

methods and error routines. -External plugins are supported. 

iSAM2 (63) 2012 
Strength: -General incremental non-linear optimisation with variable elimination. -Sparsity is preserved by 

variable re-ordering. -Relinearization of specified variables on demand. 

GTSAM (61) 2012 

Strength: -Flexible optimisation framework for SLAM and SFM structure derived from motion. -Direct and 
iterative optimization approaches are used. -SAM, iSAM, and iSAM2 are all supported. 

-BA for Visual SLAM and SFM is implemented. 

SSA (64) 2012 
Strength: -Optimises both robot positions and proximity sensor data. -Estimates the smoothness of a 

surface. -Assumes the presence of a range sensor (e.g., laser scanner, Kinect, or similar). 

DCS (62) 2013 Strength: -Outliers are dealt with by optimising with a strong cost function included into g2o. 

SacViSLAM 
(63) 

2011 Strength: -For on-the-fly processing, it combines local bundle correction with sparse global optimization. 

LinearSLAM 
(66) 

2018 Strength: -Solves the problem of large scale. 

G-pose graph 
(68) 

2020 
Strength: -handling the complex Bayes factor graph. -It is robustness to outliers.  

-Adds a loop closure metric to handle outliers. 

CLP-SLAM 
(69) 

2020 Strength: -It uses complex numbers to solve SLAM based on a planar graph 

B
A

 

 
1999-

–
2023 

-The primary concept is optimization. 

-Based on the Levenberg –Marquardt algorithm’s objective function (ML). 

-The optimal parameters (camera and landmark locations) are optimised by lowering several cost functions 
that affect the fitting error. 

-Finds the best option in terms of structure and camera variations. 

-It is important to note that many SLAM methods developed after 2014 do not exclusively fall into the 
category of DL-based SLAM. Pose graph optimisation with BA remains a mainstream back-end algorithm. 

AKF, adaptive Kalman filter, AEKF, Extended Adaptive Kalman filter, UKF, unscented Kalman filter, AUKF,(24)(23)(23) adaptive unscented Kalman filter; BA, 
bundle adjustment; (25)(24)(24)CDKF(19)(18)(18), central difference Kalman filter; DCS, (62)(61)(61)dynamic covariance scaling; DL, deep learning; 
(47)(46)(46)EIF, extended information filter; EKF, extended Kalman filter; ESEIF(31)(30)(30), exactly sparse extended information; IAUFastSLAM, improved 
adaptive unscented FastSLAM; IF(28)(27)(27), information filter; iSAM, incremental Smoothing And Mapping; ISEIF, iterative sparse extended information 
filter; ISOUKF, improved Schmidt Orthogonal Unscented Kalman Filter; ITUFastSLAM, improved transformed unscented FastSLAM; (52)(51)(51)KF, Kalman 
filter; L-SLAM, low dimensionality SLAM; (23)(22)(22)RSLAM, robust SLAM; (63)(62)(62)SAM, smoothing and mapping; SEIF, sparse extended information 
filter; SFM, structure from motion; SGD, stochastic gradient descent(13)(13)(13); SLAM, simultaneous localisation and mapping; SSA, sparse surface 
adjustment; UFastSLAM, Unscented FastSLAM, distributed particle DP-SLAM. iterative closest point (ICP), G-pose graph optimisation, CPL-SALM Correct 
Planar Graph-Based SLAM. LCPF: A Particle Filter Lidar SLAM, HOGman, Hierarchical optimization on manifolds, GTSAM, Georgia Tech Smoothing and 
Mapping, DCS, Dynamic Covariance Scaling. 
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4. VISUAL SLAM AND RGB-D-SLAM 

4.1. Classical methods 

In theory, the method of visual localisation uses the theory of 
geometry mainly to estimate motion; it is based on the extraction 
of geometric constraints from images. It is based on elegant well-
established principles and is extensively studied. The VO algo-
rithms can be classified according to the type of image used: 
stereoscopic or monocular VO. Their processing techniques are 
based on feature direct and indirect methods, which are ‘appear-
ance-based’ and ‘feature-based’, respectively. 

4.1.1. Feature-based methods 

The first approach ‘feature-based’ or the indirect method is 
based on two steps: detecting and tracking a set of salient fea-
tures of the image, such as corners and lines, and following them 
in the following images. The calculation of the Euclidean distances 
of each element, the points between frames and the displacement 
and the velocity vectors by using detectors such as: Feature From 
Accelerated Segment Test (FAST) (83), Speeded Up Robust 
Features (SURF) (84), Binary Robust Independent Elementary 
Features (BRIEF) (85), Oriented Fast and Rotated BRIEF (ORB) 
(86), Harris and Stephens (87) detected the corners. The features 
are used to estimate the camera’s state and reconstruct the envi-
ronment. This technique is able to deal with large motions from 
frame to frame due to the distinctiveness of the features and is 
ideal to optimise the motion of the camera and the geometric 
structure; BA is suitable for its use. Camera tracking depends on 
the geometric feature error by reducing the Euclidean distances 
between the two corresponding sets of geometric primitives in 2D 
or 3D. The geometric errors are classified into three types: 2D 
point-to-point error, 3D point-to-point error and 3D point-to-plan 
error (88). Several techniques have been developed for this ap-
proach: 

MonoSLAM The first monocular V-SLAM was developed in 
2007 (89)(90). They were based on estimating simultaneously the 
movement of the camera in 6-DoF and the 3D positions of the 
characteristic points of an unknown environment by applying an 
EKF and representing them as a vector of state in EKF. The 
disadvantage of this approach is that the computational cost 
increases proportionally with the size of the environment. The 
algorithm of parallel tracking and mapping (PTAM) has been 
proposed to solve this problem (91)(92). The PTAM algorithm 
divided both tracking and mapping into different threads on the 
CPU, which are run in parallel, and therefore the computational 
cost is not affected. PTAM is the first algorithm that integrates a 
BA optimisation process into real-time V-SLAM algorithms with 
freed-up computing capacity.  

RGB-D-SLAM was proposed by Endres et al. (93). The ap-
proach created for SLAM is based on RGB cameras. This system 
enables it to handle challenging data in common indoor scenarios 
and is fast to work online. 

ORB-SLAM was designed by Mur-Artal et al. (94). It is an ex-
tension of the main ideas of PTAM algorithms: location recognition 
(95), scale-sensitive loop closure (96) and use of co-visibility 
information for large-scale operations (63), with some improve-
ments and novelties. Indeed, ORB-SLAM is a feature-based 
single SLAM system that operates in real–time; the third parallel 
phase is added to detect the loop closure [105(98). All these 

additions make the system efficient and reliable.  
ORB-SLAM2 was proposed by Mur-Artal and Tardos (99). It is 

an extension of the ORB-SLAM algorithm. It is suitable for mo-
nocular, RGB-D and stereo cameras and allows the reuse of 
maps, relocalisations and loop closing. In RGB-D results, the use 
of BA presents more precision than the methods of ICP or photo-
metric and depth error minimisation. In stereo SLAM, they used 
near and far stereo points and monocular observations; the re-
sults depicted a high accuracy compared to the direct method. It 
allows reusing the map with mapping disabled by using the light-
weight localisation mode. 

OpenVSLAM was proposed by Sumikura et al. (100). It is a 
visual SLAM framework; it corresponds to a monocular, stereo 
and RGBD visual SLAM system, which contains a basic SLAM 
algorithm. These modules allow creating local and global maps 
and store and load them.  

UcoSLAM was developed by Muñoz-Salinas and Medina-
Carnicer (101). It is a monocular V-SLAM system fusing natural 
and artificial features to have strong long-term tracking. This gives 
the system an advantage; it can initialise both markers and key 
points. It makes the real scale of the maps accessible as long as a 
marker is available. It can solve problems caused by repetitive 
environments, false relocalisations and loop-closures by using the 
markers. It is distinguished from ORB-SLAM2 in that it can load 
and store the generated maps. The main idea to combine the 
plane and edge features was proposed by Sun et al. (102), named 
plane-edge-Slam. This methodology estimates robust motion, 
which depends on constraint analysis and an adaptive weighting 
algorithm. 

4.1.2. Appearance-based methods 

The second technique, ‘appearance-based’ or the direct 
method, estimates camera movements directly using pixel-
intensity changes, usually photometric errors. The pixel selection 
can be all pixels (dense) or a sparse selection (sparse). The direct 
method eliminates feature extraction time at a cost that is much 
greater for optimisation problems than the feature-based method.  

DTAM: The first direct method is called ‘Dense Tracking and 
Mapping’ and was published by Newcombe et al. (103). It is a 
method for tracking and reconstructing images from live cameras. 
To monitor the dense camera, it records the full image with the 
intention of creating a dense 3D surface model and using it right 
away. This approach offers keyframe tracking based on the reduc-
tion of photometric errors but does not include the closure-
detection procedure or global optimisation. 

LSD-SLAM: Engel et al. (104) created the large-scale semi-
dense (LSD) SLAM. It uses the monocular camera VO technique. 
To estimate a semi-dense inverted depth map of the current 
frame, the primary idea is to use dense image alignment to track 
camera movement. The semi-dense VO was extended to the 
LSD-SLAM by Engel et al. (105). The recent advancements in this 
technique are based on a scale-aware image alignment algorithm 
to increase the similarity transform ξ ∈ sim(3) between two 
keyframes. It is a monocular SLAM system that seeks to preserve 
and track the global map of the environment. The authors propose 
a new direct tracking method that allows for detecting and explain-
ing scale drift. They developed a probabilistic method for the 
fusion of noisy depth estimation with tracking. In 2015, Engel et al. 
(106),(107) used LSD-SLAM with stereo cameras and omnidirec-
tional cameras. 



Zoulikha Bouhamatou, Foudil Abdessemed                                                                                                                                                                  DOI 10.2478/ama-2024-0049 
Visual Simultaneous Localisation And Mapping Methodologies 

460 

SVO ' semi-direct visual odometry’: It is a reliable semi-direct 
monocular VO algorithm, proposed by Forster et al. (108). They 
used a probability mapping method that explicitly models external 
observations to estimate the 3D points, which results in fewer 
outliers and more accurate points. 

DSO ‘direct sparse odometry’ was created by Engel et al. 
(109). It aims to combine a model that minimises optical error (full 
direct probabilistic) and optimisation for all model parameters 
represented by the intrinsic camera, extrinsic camera and inverse 
depth value. It is based on continuous photometric error optimisa-
tion over a window of recent frames, accounting for the model of a 
photometrically calibrated image. Gao et al. (110) proposed the 
LDSO, which is a development of the DSO that adds closing loop 
detection and pose-graph optimisation. They used a conventional 
feature called bag-of-words (BoWs) to inject the feature points into 
the loop closure (95). Another extension of DSO, called dynamic-
DSO is proposed by Sheng et al. (111). It is a semantic direct VO 
of monocular vision using DL in the process of semantic-image 
segmentation. They applied CNNs to the original RGB image to 
extract the pixel-level semantic information of dynamic objects. 

KinectFusion was introduced as a real-time mapping system 
in complex conditions and changing lighting by using a moving 
depth-camera called ‘hand-held Kinect’ and commodity graphics 
hardware (112). The obtained current sensor position tracks the 
live depth frame relative to the global model by applying an itera-
tive nearest point (ICP) algorithm. 

RGB-DTAM developed by Concha and Civera (113) intro-
duced a direct RGB-D SLAM system with the ability to close the 
loop and reuse the map. With advanced technology, the approach 
allows accuracy and durability at a low cost. The inclusion of 
multiple RGB visibility limitations in thread tracking and mapping is 
the technique’s key innovation. Extending the RGB-D sensor 
range, using high-parallel setups, and adding distant locations to 
the map all improve estimation accuracy. 

ID-RGBDO proposed by Fontán et al. (114) aims to achieve 
great accuracy in calculating the direct speed of RGB-D with 
minimal losses. Therefore, they introduced new, efficient infor-
mation to determine the most informative measurements in BA 
and position-tracking optimisations. 

4.1.3. Semi-direct 

Another highly popular approach is called semi-direct; it com-
bines the benefits of the two methods mentioned above as well as 
the success aspects of the feature-based process, such as track-
ing numerous features, parallel tracking and mapping, with the 
accuracy and speed of direct methods. 

CPA-SLAM was developed by Ma et al. (115). This technique 
combines frame-to-keyframe and frame-to-plane data. It is co-
optimised with alignment constraints between keyframes for glob-
al consistency. This technique creates a global model that ena-
bles position estimation. A world map is made by segmenting the 
RGB-D picture planes using the ‘agglomerative hierarchical clus-
tering’ method and an information association rule. The CPA-
SLAM technique provides a photometric residual, a point-to-point 
residual and a plane-to-plane residual, which use the EM frame to 
minimise jointly to estimate the camera position. 

BundleFusion proposed by Haque et al. (116) is a global 
pose-optimisation framework, the parallelisable sparse-then-
dense. It is a method that accomplishes robust tracking while 
performing online real-time 3D reconstruction. Additionally, by 

improving the path globally for each frame retrieved, the loop-
closure problem is solved. 

KDP-SLAM 'keyframe-based dense planar SLAM’ was pro-
posed by Hsiao et al. (117). To estimate odometry, they used a 
fast dense approach. The depth values from small baseline imag-
es are combined in a local map to build dense 3D structures and 
extract planes. Then they used the method of incremental 
smoothing and mapping (iSAM) to optimise the positions of 
keyframes and landmark planes. 

FSD-SLAM  ' fast semi-direct SLAM‘ was created by Dong et 
al. (118). This method’s goal is to combine the feature point ap-
proach with a direct way to estimate and enhance the system’s 
accuracy in a setting with few visual elements and little texture. 
Based on the sub-graph, a reliable feature point-extraction tech-
nique was selected. They suggested a reliable technique based 
on apparent shape-weighted fusion to determine the camera’s 
position. The incremental dynamic covariance scaling (DCS) 
approach reduces the inaccuracy in calculating the camera loca-
tion. They suggested a face element model based on the im-
proved camera position to obtain a flawless 3D point cloud map 
as well as estimate and integrate the point cloud pose. Tab. 2 
summarises all these techniques in the order present in the text.  

4.2. Visual-inertial odometry (VIO) methods 

The combination of an IMU and a VO system is the foundation 
of the VIO technique. The fundamental concept is to combine 
visual data with inertial measures to produce a more accurate and 
effective measurement. IMU is characterised by strength in certain 
situations, such as speed motion, textureless and lighting chang-
es. Therefore, IMUs are used because they provide reliable infor-
mation that we can use instead of visual information, or they add 
information in typical cases. 

VIO systems may be classified into two primary streams: 
loosely coupled and tightly coupled techniques, based on directly 
or indirectly fused readings from sensors. In loosely coupled 
techniques, pictures and IMU measurements are processed by 
two estimators that estimate relative motion independently. The 
final result is obtained by fusing the estimates from the two esti-
mators. Tightly coupled techniques combine raw data from the 
camera and IMU directly into one estimator to find optimum esti-
mates. Tightly connected techniques are often more accurate and 
resilient than weakly coupled approaches. 

ROVIO is presented by Bloesch et al. (119) as a monocular 
VIO method. It uses the errors of pixel intensity from image patch-
es, which gives accurate and robust tracking. After detection, the 
multi-level correction feature tracking is based on a basic EKF by 
directly using the errors of intensity. 

MSCKF-VIO stands for multi-state constraint KF used in ste-
reo VIO without GPU. It was proposed by  Sun et al. (120) as an 
approach that proved its accuracy, efficiency and durability com-
pared to other algorithms. This method uses the multi-state KF, 
which was developed by Mourikis and Roumeliotis (121). It is 
used in stereo VIO without a GPU. 

OKVIS ‘Open keyframe-based visual inertial SLAM’ is provid-
ed by Leutenegger et al. (122). It is a tightly coupled framework 
presented as a combination of both inertial measurements and 
image key points. The goal is to form keyframes in the problem of 
non-linear optimisation that uses linearity and marginalisation. 

Maplab was developed by Schneider et al. (123). It is a plat-
form written in the C++ language for visual-inertial mapping. It is a 
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system ready for planning and visual localisation and offers re-
searchers a set of tools for multi-session mapping that allow map 

merging, loop closure and inertial batch optimisation. 

Tab. 2. Comparison of visual SLAM methods 

V-SLAM 
methods 

Name Year 
Camera 
Model 

Back-End Mapping Relocalisation Loop-closure 

F
ea

tu
re

-B
as

ed
 

Mono-SLAM (89), (90) 2007 Monocular Filter-based Sparse No No 

PTAM (91) 2007 Monocular Optimisation Sparse No No 

RGB-D-SLAM (93) 2012 RGB Optimisation Dense No Yes 

ORB-SLAM (94) 2015 All types Optimisation Sparse Yes Yes 

ORB-SLAM2 (99) 2017 All types Optimisation Sparse Yes Yes 

OpenVSLAM (100) 2019 All types Optimisation Sparse Yes Yes 

UcoSLAM (101) 2019 All types Optimisation Sparse Yes Yes 

A
pp

ea
ra

nc
e-

B
as

ed
 

DTAM (103) 2011 Monocular - Dense No No 

LSD-SLAM (104) 2014 Monocular Optimisation Semi-Dense Yes Yes 

SVO (108) 2014 Monocular - Sparse No No 

DSO (109) 2017 Monocular - Semi-Dense No No 

LDSO (110) 2018 Monocular Optimisation Semi-Dense Yes Yes 

Dynamic-DSO(111) 2020 Monocular Optimisation Semi-Dense No No 

KinectFusion (112) 2011 RGB-D - Dense No No 

RGB-DTAM (113) 2017 RGB-D - Semi-Dense No No 

ID-RGBDO (114) 2020 RGB-D - - No No 

S
em

i- 

D
ire

ct
 

CPA-SLAM (115) 2016 RGB-D Optimisation Dense No Yes 

KDP-SLAM (117) 2017 RGB-D Optimisation Dense No Yes 

BundleFusion (116) 2022 RGB-D Optimisation Dense Yes Yes 

FSD-SLAM (118) 2022 All type Optimisation - No Yes 

DSO, direct sparse odometry; FSD-SLAM, Fast Semi-Direct SLAM; LSD, large-scale semi-dense; ORB, oriented fast and rotated BRIEF; PTAM, parallel 
tracking and mapping; SLAM, simultaneous localization and mapping, Mono-SLAM, monocular Visual SLAM, RGB-D-SLAM, Red-Green-Blue-Depth-SLAM, 
DTAM, Dense Tracking and Mapping, LSD-SLAM, large-scale semi-dense (LSD) SLAM,SVO semi-direct visual odometry, DSO, direct sparse odometry, 
LDSO: Direct Sparse Odometry with Loop Closure ,KDP-SLAM,'keyframe-based dense planar SLAM, ID-RGBDO, Information-Driven Direct RGB-D 

Odometry, FSD-SLAM, fast semi-direct SLAM, CPA-SLAM, Consistent Plane-Model Alignment, KDP, Keyframe-based dense planar SLAM. 

 
ICE-BA stands for incremental, consistent and efficient bundle 

adjustment developed by Liu et al. (124). It gives a solution accu-
rately and efficiently compared to traditional solutions. It used a 
larger number of measurements to achieve higher robustness and 
accuracy. It is based on solving the global consistency problem to 
ensure the minimisation of the reprojection function and inertial 
constraint function during loop closure.  

SVOGTSAM was proposed by Forster et al. (125) as a pro-
gram that aims to develop a new theory for the pre-integration 
stage. It deals with the multiple structures of the rotation group. It 
operates on the generative scaling model in addition to the nature 
of the rotation noise and determines the expression for the maxi-
mum post-state estimator. It integrates the IMU model into an 
inertial pipeline under the unified factor graphics framework. 
Therefore, it is allowed to use the method of incremental-
smoothing and the use of a structureless model for visual meas-
urement, which increases computation speed by avoiding optimi-
zation via 3D points.  

VI-DSO ‘direct sparse visual-inertial odometry’ is an extension 
of DSO that uses inertial information developed by Von Stumberg 
et al. (126). The objective of this algorithm is to find the position of 
the camera and sparse scene geometry by reducing an energy 
function that combines the photometric and IMU measurement 
errors. They used the ‘dynamic marginalization’ approach in order 
to achieve marginalisation adaptively.  

VINS-Mono ‘A monocular visual inertial system’ is presented 
by Qin et al. (127). It is a robust and versatile approach based on 
a low-cost IMU and a single camera to determine the 6 degrees of 

freedom state of the system. The main contributions of this ap-
proach presented are a high-precision VIO measurement obtained 
by integrating IMU measurements and feature observations using 
a tightly correlated non-linear optimisation-based method. Inte-
grating the module of loop detection with a tightly coupled formula 
that allows relocalisations with minimal computational cost to 
achieve global consistency, they optimised the pose graph for four 
degrees of freedom. This algorithm has been further developed in 
many research papers (128)(129).  

PL-VIO, which is an acronym for point-line-visual inertial 
odometry, was proposed by He et al. (130). It is a strongly con-
nected point-and-line-based monocular VIO system. Compared to 
dot features, lines provide more information about the environ-
ment’s geometric structure. To determine the representative 
pressure of a 3D spatial line and the ease of calculation, Plucker 
coordinates and an orthogonal representation of the line are both 
employed. States are optimised by lowering a cost function, owing 
to the tightly and effectively integrated information between IMU 
and optical sensors. 

Trifo-VIO (Trifo visual inertial odometry) proposed by Zheng et 
al. (131) utilised points and lines in a stereo VIO system with 
tightly coupled filtering. They create a novel technique for closing 
loops based on light filtering developed as EKF updates, which 
correctly repositions the sliding window now in use and keeps the 
filter active to detect loops. They make use of IMU data from the 
Trifo ironsides sensor, stereo camera data and the Trifo Ironsides 
dataset. 

Co-Planar parametrisation for stereo-SLAM and VIO pipeline 
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was proposed by Li et al. (132). By creating efficient and reliable 
parameters for co-planar points and lines that make use of par-
ticular geometrical restrictions, this method intends to increase the 
camera positioning’s efficiency and accuracy. The pipeline com-
prises extracting 2D points and lines, forecasting planar areas 
with random-sample consensus (RANSAC) and outlier filtering. 
Two steps are used in the detection of RGB images: robust outlier 
filtering and the deployment of a NN for planar segmentation. 
They employ the smaller and more sparsely distributed Hessian 
matrix, which optimises BA, to determine new parameters for 
points and coplanar lines to unify the parameters. 

Mesh-VIO (133). They devised a method for building a 3D 
mesh progressively by limiting its extent to the time horizon of VIO 
optimisation in order to get a representation of the topology of the 
environment. The 3D mesh offers a richer and lighter model that 
seeks to identify and enforce structural regularities in the optimisa-
tion problem. 

ORB-SLAM3 (80). It is a comprehensive system that uses 
monocular, RGB-D and stereo cameras to perform visual SLAM, 
visual-inertial SLAM and multi-map SLAM. It is a visual-inertial 
SLAM system that utilises the maximum-a-posteriori (MAP) esti-
mation method. In both large and small environments, indoors and 
outdoors, it has a reliable real-time result. Additionally, it has an 
accuracy that is 2 to 10 times better than earlier techniques. It is a 
multi-map system built on a cutting-edge method for position 
identification with better recall. The outcomes demonstrate the 
precision and reliability of the ORB-SLAM3 system. 

HybVIO (134) is a hybrid approach that combines optimisa-
tion-based SLAM and filter-based inertial optical measurement 
(VIO) to estimate ego-motion. The contributions of this strategy 
include the development of a probabilistic inertial visual odometry 
(PIVO) methodology that can be used for monocular or stereo 
applications; the modelisation of the IMU bias in PIVO using the 
Ornstein–Uhlenbeck random walk approach and using improved 
and derived mechanisms for aberration detection, stability detec-
tion and feature path selection that take advantage of the special 
characteristics of the probabilistic framework. In real-time, this 

technology offers exceptional performance. Tab. 3 summarises 
the VIO methods in the order present in the text.  

5. SLAM DL METHODS 

A branch of machine learning called DL is based on artificial 
NNs. It has more than two layers built on algorithms that can be 
trained to process nonlinear data (Fig. 5). The learning field is 
characterised by supervised methods and unsupervised ways of 
learning. CNNs, recurrent neural networks (RNNs) and other 
designs are used in DL for a variety of tasks. The training process 
in the supervised learning method requires supervision and la-
belled data. Its objective is to train the model so that, given fresh 
data, it can forecast the outcome. An unsupervised learning 
method uses unlabelled data without the need for supervision 
during training. Their main objective is to find hidden patterns and 
useful insights from the unknown dataset. 

 
Fig. 5. DL architecture 

Numerous papers filed by researchers in the SLAM field have 
combined DL with visual SLAM to address issues and create 
algorithms. This section outlines the applications of DL across 
several SLAM components. 

 
Tab. 3. Comparison of VIO methods 

Name Year 
Back-End-
Approach 

Camera Type Fusion Type Mapping Loop closing Relocalization 

OKVIS (122) 2014 Optimisation-base Monocular Tightly coupled Sparse No No 

ROVIO (119) 2015 Filtering based Monocular Tightly coupled Sparse No No 

MSCKF-VIO (120) 2018 Filtering based Monocular/stereo Tightly coupled Sparse No No 

SVOGTSAM (125) 2017 Optimisation-base Monocular Tightly coupled - No No 

Maplab (123) 2018 Filtering based Monocular Tightly coupled Dense Yes No 

ICE-BA (124) 2018 Optimisation-base - - - Yes No 

VI-DSO (126) 2018 Optimisation-base Monocular Tightly coupled Sparse No No 

VINS-Mono (127) 2018 Optimisation-base Monocular Tightly coupled Sparse Yes Yes 

PL-VIO (130) 2018 Optimisation-base Monocular Tightly coupled - No No 

Trif-VIO (131) 2018 Filtering based Stereo Tightly coupled - Yes No 

Co-Planar (132) 2020 Optimisation-base Stereo Tightly coupled Dense No No 

Mesh-VIO (133) 2019 Optimisation-base Stereo Tightly coupled Dense No No 

ORB-SLAM3 (80) 2021 Optimisation-base All - Sparse Yes Yes 

HybVIO (134) 2022 Optimisation-base Monocular/stereo Loosely coupled Sparse Yes No 

ROVIO, Robust visual inertial odometry; ICE-BA, innovation covariance estimation-bundle adjustment; Mesh-VIO, MSCKF-VIO, multi-state constraint 
Kalman filter-visual-inertial odometry; OKVIS, open Keyframe-based visual inertial SLAM; ORB, oriented fast and rotated BRIEF; SLAM, simultaneous 
localisation and mapping; Trifo-VIO, Trifo visual inertial odometry; VIO, visual–inertial odometry; VI-DSO, direct sparse visual-inertial odometry; PL-VIO, 
point-line-visual inertial odometry; VINS-Mono, A Robust and Versatile Monocular Visual-Inertial State Estimator; HybVIO, hybrid visual–inertial odometry.
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5.1. Initialisation 

One of the most crucial deficiencies is the inability to estimate 
scale and determine depth during the initialisation phase of mo-
nocular visual SLAM. The issue of depth has been addressed in a 
number of works, some of which include optical flow, ego-motion, 
scale ambiguity and drift based on DL. We mention some of the 
most important works : ADAADepth (135), CNN-SLAM (136), 
Code-SLAM (137), DeepVO (138), UnDeepVO (139), D3VO 
(140), GeoNet (141), L-VO (142) and Un-L of depth (143). 

The algorithm for creating the depth and disparity map in ste-
reovision consists of four steps: feature extraction, feature match-
ing across pictures, computation of disparity and disparity refining 
and post-processing. Researchers concentrated on estimating 
these stages using DL techniques. The primary goal of DL in 
stereo matching is to substitute learned features for manually 
specified characteristics: (144)(145). Mayer et al. (146) used DL to 
estimate the disparity, scene flow and optical flow. The works that 
have been done in Refs (147)(148) used DL to estimate the depth 
for disparity maps. Song et al. (149) suggested a technique end-
to-end that allows to predict the edge map and disparity. 

5.2. The front-end enhanced by DL 

The two key components of this step are feature point extrac-
tion from the successive photographs and VO. The feature points 
enable the estimation of the camera movement alone without 
taking into account the entire map. The three-dimensional pose 
translation and three-dimensional pose rotation make up the 
estimation of the 6-DoF motion state. This motion estimation is 
applied to feature points throughout the tracking task using a 
RANSAC-based matching procedure. To estimate the homogene-
ous transformation between frames, as well as to ascertain the 
camera’s present location and the environmental characteristics, 
matching is used. 

Shao et al. (150) created a faster region-based convolutional 
neural network (Faster-R-CNN)-based semantic filter to address 
the issue of outliers in RANSAC-based F-matrix calculations. The 
semantic filter’s training phase relies on semantic patches created 
by inliers, which enables various picture regions to define various 
semantic labels. The approach improves and increases the preci-
sion of F matrix calculations. 

Zhang et al. (151) focused on the use of visual semantic in-
formation in the problem of camera localisation. They suggested a 
coarse-to-fine strategy in the visual localisation method and creat-
ed a visual semantic database based on a deep-learning algo-
rithm. 

The approach based on integrating DL and machine learning 
with 2D-SLAM grid maps was proposed by Lin et al. (152) to 
estimate 2D object segmentation, feature extraction and pattern 
identification. DL is used by Wang et al. (153) to complete mo-
nocular VO in a comprehensive manner. The stances are calcu-
lated based on the actual scene. Deep neural networks (DNNs) 
understand the intricate dynamic motion of image sequences to 
do sequence-to-sequence posture estimation. By combining the 
RGB-D SLAM with optical flow-based feature tracking, Li et al. 
(154) improved the SLAM algorithm. To achieve the function of 
object detection, they combined 101 layers of deep residual net-
works (ResNet) with region-based fully convolutional networks (R-
FCN). 

 

V-SLAM-CNN (155): Current systems combine DL to auto-
mate surgical instrument and workflow identification in order to 
decrease surgical problems and ensure correct performance. In 
this study, visual SLAM and Mask R-CNN are combined. They 
employ V-SLAM for object detection, drawing on geometry data 
for area recommendations and CNN for object recognition, classi-
fying images using semantic data, and combining these tech-
niques into a single end-to-end training assignment. They are 
based on visual characteristics and spatiotemporal data gathered 
from video. By substituting a region proposal module (RPM) for 
the region proposal network (RPN) in mask R-CNN, bounding 
boxes are placed precisely, and the need for annotations is de-
creased. DVS-SLAM: A visual semantic map in a dynamic situa-
tion is called a dynamic visual semantic SLAM (156). They em-
ployed SSD-MobileNetV2 lightweight DL to obtain the 2D data. 

Some studies use supervised or unsupervised learning tech-
niques to estimate the absolute 6-DoF posture or the relative 
transformation matrix when implementing an end-to-end VO 
system. The deep convolutional generative adversarial networks 
(GANs)-based unsupervised learning framework GANVO (157) 
predicts 6-DoF posture camera motion and a monocular depth 
map of the scene from unlabelled RGB image sequences. A 
supervised monocular VO system is called DL_Hybrid (158). It is 
based on recovering camera trajectory and estimating 6-Dof 
posture frame-by-frame. First, they concentrate on the DL_Hybrid 
VO system overview. The dense optical flow map between picture 
frame pairs is then estimated using a DL NN called 
DenseFlowNetwork, and the dense depth map per-frame is ex-
tracted using a different DL NN called DenseDepthNetwork. Final-
ly, the true monocular scale-estimation methodology is applied 
frame-by-frame as we describe the hybrid 2d–2d and 3d–2d 
posture-estimation approach paired with optical flow map and 
depth map. 

Liang et al.’s (159) successful direct sparse VO approach is 
called SalientDSO. It blends DSO with semantic data in the form 
of visual saliency. SalientDSO is based on a deep-learning visual 
saliency and scene-analysis method that selects a feature for 
accurate and reliable VO. Their contributions help to present a 
framework of indoor VO in which the features are selected based 
on a visual saliency map. The authors suggested a method for 
filtering the saliency map based on scene parsing. A DL technique 
called GCNv2, which is an extension of the ‘Geometric Corre-
spondence Network’, depends on a network created by Tang et 
al. (160) to identify the salient features and descriptors. A binary 
descriptor vector serves as the ORB feature in GCNv2. In addition 
to having more computational efficiency than GCN, GCNv2 also 
maintains accuracy levels comparable to GCN, which results in 
observable advancements in movement estimation. They used 
feature vector binaries in the training phase, which significantly 
accelerated matching. 

SuperPoint (161), a self-supervised system for training to de-
tect and describe interest points for the issues of a large number 
of multiple-view geometries, is used to identify and describe points 
of interest. A complete CNN is the SuperPoint. It operates on full-
size images, producing the interest point detection with fixed-
length descriptions in a single forward pass Kwang. et al.’s 
‘Learned Invariant Feature Transform’ (LIFT) was proposed (162). 
The detector, orientation estimator and descriptor are the three 
CNNs-based components that make up this system. 

SIVO(semantically informed visual odometry and mapping) 
(163) is founded on a system that chooses which feature to use 
for V-SLAM. It incorporates NN uncertainty and semantic segmen-
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tation into the feature-selection procedure. Since the new feature 
is added with feature entropy classification from the Bayesian NN, 
the approach finds the spots offering the biggest Shannon entropy 
drop between the entropy of the current state and the entropy of 
the shared state. 

To extract the binary visual feature descriptors with triplet loss, 
even distribution loss, correlation loss and quantisation loss, Gu et 
al. (164) created the DBLD-SLAM ’deep binary local descriptor'. 
They create a CNN model with four fundamental loss functions to 
extract binary visual feature descriptors from picture patches: 
adaptive scale loss, even distribution loss, quantisation loss and 
correlation loss.  

Based on this learned deep binary feature descriptor, which 
has the same structure as the ORB descriptor, a monocular SLAM 
system called DBLD-SLAM is built, with the ORB descriptor re-
placed by conventional ORB-SLAM. They also train Bag of Words 
to recognise loop closures visually. 

The foundation of ORBDeepOdometry (165) is a method for 
integrating DL with pipeline methodology to tackle the monocular 
VO problem. It models sequential data by stacking multiple deep 
LSTMs, feature extraction ORB and dimensionality reduction 
based on CNN. 

It was suggested to use the ‘Criss-Cross Network’ (CCNet) 
(166) to obtain contextual information for the entire image. It is 
developed by utilising the criss-cross recurrent attention module to 
get the best results in benchmarks dependent on segmentation, 
such as Cityscapes, ADE20K and COCO. A general framework 
called MonoGRNet (167) is used to learn how to detect monocular 
3D objects based on geometric reasoning, the observable 2D 
projection and the depth dimension that is not being seen. This 

method splits the job into four smaller tasks – 2D object identifica-
tion, instance-level depth estimation, projection 3D centre estima-
tion and local corner regression – and uses the network to per-
form each of them simultaneously.  

Tab. 4 summarises the front-end methods enhanced by DL in 
the order they appeared in the text.  

5.3. Back-end enhanced by deep learning 

This step aims to enhance this estimation through tasks in-
volving localisation, optimisation and loop closure. 

5.3.1. Optimisation 

The global optimisation process aims to maintain the geomet-
ric consistency of the full map. It has been made for localisation 
and mapping tasks. 

To estimate the motion, the sequence-to-sequence learning 
algorithm VINet (168) was developed. It is supported by optical 
and inertial sensors. For the VIO, it is an end-to-end system that is 
completely trainable. The authors suggested a method for training 
the architecture’s parameters as well as a design for recurrent 
networks.  

A brand-new frame-to-frame estimation technique called 
Deep_VO (169) makes use of CNN to forecast camera motion. 
The best visual feature and the best estimator for visual ego-
motion estimation are both learned using the CNN architecture. 

Tab. 4. Comparison of front-end methods 

Name Year Architecture/method Main contribution 

LIFT (162) 2016 -CNNs -Learning invariant features 

Faster-R-CNN (150) 2020 
-CNN 

-Semantic filter 
-It solves the outlier problem in F-Matrix computations based RANSAC. 

A 3D Semantic 
Visual SLAM (156) 

2021 

- Mask R-CNN/MySQL 

- It creates a semantic database 
based on the information contained 

in the object. 

-It is beneficial for localisation. 

-The accuracy and efficiency of the localisation. 

V-SLAM-CNN (155) 2022 

- Mask R-CNN. 

- It combines the greatest features 
of both worlds, such as (1) object 
detection using vSLAM and (2) 

CNN for identifying objects. 

-Spatio-temporal information. 

-Concentrating on geometric data for suggested regions. 

-Concentrating on semantic data for picture classification and merging them 
into a single, collaborative, end-to-end training procedure. 

DVS-SLAM (156) 2021 

-Multi-view geometry and region 
growing algorithm. 

-SSD-MobileNetV2 lightweight DL. 

-Colour bumpy supervoxel 
clustering algorithm. 

-Creating a visual semantic map. 

Removing dynamic feature points will improve localisation accuracy. 

-Get 2D data. 

-Achieve the extraction of 3D target information. 

GANVO (157) 2019 
-unsupervised learning framework. 

-GANs 
-Predicts 6-DoF pose camera motion and camera depth. 

DL_Hybrid (158) 2021 

-Hybrid 2D–2D and 3D–2D 
localisation theory. 

-DNN ’DenseDepthNetwork’ 

-DFN ‘DenseFlowNetwor’ 

 

-One-frame-at-a-time estimation of a six-degree-of-freedom pose and camera 
trajectory recovery are possible. 

-Accurate key points extracted from each frame even in harsh scene 
conditions, and the system performs well even in situations where motion is 

restricted to the camera, such as when it is rotating or stationary. 

-Large-scale displacement motion of the camera is also a possibility. 

SalientDSO (159) 2019 
-High semantic information 

-CNNs+VO 

-Drive feature selection for visual saliency. 

-Offers a technique for saliency map filtering depending on scene parsing. 
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GCNv2 (160) 2019 

-Geometric Correspondence 
Network 

-Incorporates feature vector 
binarisation into training. 

-Offering remarkable gains in motion estimation compared to similar DL-based 
feature extraction algorithms, while dramatically lowering inference time. 

-The matching is substantially accelerated. 

Superpoint (161) 2018 

-FCN 

-Homographic adaptation 

-Multi-scale 

-Multi-homograph approach. 

-Self-supervised interest features. 

-A deep SLAM frontend. 

-Designed for real time. 

SIVO (163) 2019 -BNN -Allow for long-term localisation 

DBLD-SLAM (170) 2021 -CNN 

-Using four important loss functions, extract binary visual feature descriptors 
from picture patches. 

-Train Bag of Words to recognise loop closures visually. 

ORBDeepOdometry 
(165) 

2019 -CNN 
-For modelling the sequential data, the authors propose using an ORB-based 
feature extractor, CNN-based dimensionality reduction, and stacking several 

deep LSTMs. 

CCNet (166) 2019 -Mask R-CNN+ResNet-101 -Acquiring such contextual information in a more efficient and effective manner. 

MonoGRNet (167) 2021 
-End-to-End network +Joint 

geometric loss 
-Detecting 3D objects in monocular pictures. 

Faster-R-CNN, faster region-based convolutional neural network; DNNs, Deep neural networks ; R-FCN, region-based fully convolutional networks ; CCNet, 
criss-cross network; CNN, convolutional neural network; DL, deep learning; DNN, deep neural network; DVS, dynamic visual semantic SLAM ; Faster-R-
CNN, faster region-based convolutional neural network; RPM, region proposal module;  RPN, region proposal network; FCN, fully convolutional network; 
GANs, generative adversarial networks; LIFT, learned invariant feature transform; LSTM, long-short term memory; ORB, oriented fast and rotated BRIEF; 
RANSAC, random-sample consensus; SIVO, semantically informed visual odometry; SLAM, simultaneous localisation and mapping; GANVO, generative 
adversarial networks visual odometry; DL_Hybrid, deep learning Hybrid; GCNv2 ,Geometric Correspondence Network; DBLD-SLAM, deep binary local 
descriptor; CCNet ,Criss-Cross Network; MonoGRNet, monocular geometric reasoning netwoek, SalientDSO, Salient Direct Sparse Odometry 

 
A NN that is cognizant of geometry is SFM-Net (171), a DL 

technique that is self-supervised and works with videos to gauge 
motion. Scenes, object depth, camera motion and 3D object 
translations and rotations are the categories used to categorise 
frame-to-frame pixel motion. The program makes predictions 
about object motion, depth and masks. 

The Konda approach (172) was used to predict the direction 
and velocity changes from visual input using an end-to-end DL 
architecture. Based on learning rules and a single computational 
model, the extraction of depth from visual motion and information 
from odometry are both possible. 

DeepVO (173) is a monocular VO that makes use of a cutting-
edge end-to-end architecture and a deep recurrent convolutional 
neural network. The primary goal is to directly predict portions 
from raw RGB images. To restore the absolute scale, no prereq-
uisite information or criteria are required. The RCNN architecture 
enables the DL-based VO technique to be generalised to entirely 
new contexts by using the representation of the geometric fea-
tures learned via the CNN. Deep recurrent neural networks 
(DRNNs) are used to automatically learn the complex motion 
dynamics of image sequences. Tab. 5 summarises optimisation 
methods by DL in the order they appear in the text.  

5.3.2. Relocalisation 

When tracking is unsuccessful, the task of relocalisation seeks 
to increase the accuracy of the camera posture. In this part, we 
outline some DL-based research projects that try to solve this 
issue. 

VidLoc (174): It is a recurrent model that tries to reduce pose 
estimate error and accomplish 6-Dof localisation of video. The  

authors created a spatio-temporal model for global localisation 
and utilised CNN to predict the scene coordinates. A technique for 
calculating the instantaneous covariances of position estimations 
of the input RGB-D picture was implemented into their network. 

YOLO (175): It is a method that enhances relocalisation 
through the use of semantic data. It presents the object ‘YOLO’ as 
an array and classifies it using a DL NN using high-level features. 
This array makes it possible to reject weak candidates and short-
en the computation time for the relocalisation tasks. 

The research conducted on indoor relocalisation entitled Dual-
Stream-CNN (176). It seeks to offer a dual stream CNN-based 
indoor relocalisation system that takes both colour and depth 
images as inputs. The suggested technique effectively illustrated 
the system’s robustness in difficult circumstances like large-scale, 
dynamic, fast-moving and nighttime settings. 

Outlier-aware neural tree (177): It is a brand-new outlier-
aware neural tree that links decision trees and DL techniques. It 
uses only stable and secure regions of the surroundings to estab-
lish point correspondences for an accurate estimation of camera 
position. The approach also has decision trees’ broad framework 
characteristics. It is built around three main sections: a hierar-
chical space section over the indoor scene to create a decision 
tree; a deep classification network used to better comprehend the 
3D scene and an outlier rejection module used to filter dynamic 
points during the hierarchical routing process. 

SIR-NET (178): The CNN is used by the authors to build a 
framework for relocalisation. It can be trained end-to-end and is 
unaffected by the environment. Using the backpropagation of 
relocalisation faults to both processes enhances retrieval and 
matching to have the best accuracy in relocation. By selecting 
pixels based on uncertainty, they can accelerate the unit-matching 
inference without compromising the accuracy of relocation. 

LSTMFCN (long-short term memory fully convolutional net-
work) (179): The research was designed to compare two DL-
based algorithms to address the issue of single-picture relocalisa-
tion. The first uses a DNN end-to-end to directly understand the 
relationship between an image’s position and its mapping. The 
LSTMFCN algorithm is the second. The LSTMFCN method is 
distinguished by a much larger receiving range, which avoids the 
problem of aperture and makes it robust to partial blockages and 



Zoulikha Bouhamatou, Foudil Abdessemed                                                                                                                                                                  DOI 10.2478/ama-2024-0049 
Visual Simultaneous Localisation And Mapping Methodologies 

466 

moving objects. It is composed of a fully convolutional network 
(FCN) that performs feature extraction and a long-short term 
memory (LSTM) that is a pooling layer to group information across 
the image. 

xyzNet (180) is a light CNN. It is a hybrid technique; to relocal-
ise the camera pose from a single RGB image, the researchers 

merged the geometric method with the machine learning method. 
The most precise camera position calculation is provided by the 
geometric information about 2D–3D correspondences, which also 
eliminates uncertain predictions. Tab. 6 summarises relocalisation 
methods by DL in the order appearing in the text. 

Tab. 5. The optimisation methods of DL SLAM 

Name Year Architecture/method Main contribution 

Konda Approach 
(172) 

2015 -End-to-End + DL -Using VO, predict velocity and direction. 

Deep_VO (169) 2016 -CNN -Estimate scale and motion robustly 

SFM-Net [194] 2017 -Self-supervised GNN 
-A DNN that predicts pixel-wise depth from a single frame as well as camera motion, 

object motion and object masks from a pair of frames. 

VINet (168) 2017 
-Sequence-to-sequence + 

RCNNs 
-Offer a unique recurrent network design and training approach to optimise model 

parameter training 

DeepVO (173) 2017 End-to-End + RCNNs 
-Presents an RCNN architecture that allows the DL-based VO technique to be 

generalised to whole new settings by using the CNN’s geometric feature representation. 

VINet, Visual-Inertial Odometry; DBLD-SLAM , Binary Local Descriptor SLAM; CNN, convolutional neural network; DL, deep learning; DNN, deep neural 
network; SLAM, simultaneous localisation and mapping; Deep_VO, Deep- visual odometry; SfM-Net: Learning of Structure and Motion.  

Tab. 6. The relocalisation methods of DL SLAM 

Name Year Architecture/method Main contribution 

VidLoc (174) 2017 -CNN -Attempts to decrease pose estimation error and achieve 6-D of video localisation. 

Dual-Stream-CNN 
(176) 

2018 -CNN 

-Improves the relocalisation accuracy. 

-Investigates depth image encoding techniques and proposes a fresh approach termed 
minimised normal. 

LSTMFCN (179) 2018 -FCN 

-Avoids the problem of aperture and makes it robust to partial blockages and moving 
objects. 

-Suggest refining as a way for improving training model performance. 

xyzNet [197] 2018 -Light CNN (xyzNet) 

-Geometric information concerning 2D-3D correspondences enables the elimination of 
unclear predictions and the creation of more precise camera poses. 

-The accuracy and the performance of our solution on diverse datasets as well as the 
power to solve difficulties involving dynamic scenario. 

SIR-NET (178) 2019 -CNN 
-This system simultaneously optimises retrieval and matching tasks to maximise 

relocalisation accuracy. 

Outlier-aware 
Neural tree (177) 

2021 
-DL + decision tree 

approaches. 

-Relocalisation in dynamic indoor environments. 

It achieves robust neural routing through space partitions. 

YOLO (175) 2022 
-YOLO 

- Semantic data. 

-Rejects unqualified candidates. 

-Shortens the computation time for the relocalisation tasks. 

LSTMFCN, long-short term memory fully convolutional network; SIR-Net : Scene-Independent End-to-End Trainable Visual Relocalize; CNN, 
convolutional neural network; DL, deep learning; FCN, fully convolutional network; LSTMFCN, long-short term memory fully convolutional network; 
SLAM, simultaneous localisation and mapping. 

5.4. Loop-closure detection 

An essential function of the SLAM system is the loop-closure 
process, which lowers the drift that has collected over time. There 
are a number of stable, efficient and light-weight DL loop-closure 
techniques. Traditional feature-point extraction algorithms are 
used in loop-closing detection methods. The majority of algorithms 
made use of hand-crafted features and bags of visual words 
(BoVW). 

Wu et al. (181) presented the loop-closure detection for visual 
SLAM derived from the SuperPoint Network. The SuperPoint NN, 
which is intended to concurrently recognise points of interest and 
their associated descriptors, was utilised by the authors to learn 
inner structures from raw data. The similarity of the image is de-

termined using cosine similarity. Merrill and Huang (182) suggest-
ed that for the visual close-loop, an unsupervised automatic en-
coder network architecture is used. The Histogram of Oriented 
Gradients (HOG) technique provides geometric data and illumina-
tion invariance, which forces the encoder to reconstruct the HOG 
descriptor rather than the original image.  

The resulting models do not require labelled training data or 
environment-specific training; instead, they extract strong to ex-
treme changes in appearance directly from the raw photos. 

Utilising the feature obtained through unsupervised DL can in-
crease the loop-closure detection method’s accuracy. PCANet, a 
deep cascade network, was utilised by Yifan Xia, et al. (183) to 
extract features as image descriptions. Principal component anal-
ysis (PCA), binary hashing and block-wise histograms are the 
three components that make up the PCANet, a straightforward DL 
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network. The PCA and deep CNN were used by Dai et al. (184) to 
execute a closed-loop detection process and to scale down the 
extracted feature dimensions. It is important to note the low detec-
tion accuracy of combination approaches. By using the pre-trained 
ResNet34 model to extract features, this issue is resolved. To 
reduce the dimension of the features, they then used Kernel PCA 
(KPCA) on the extraction features. 

Seq-CAL, introduced by Xiong et al. (185), is a lightweight se-
quence-based unsupervised loop-closure-detection approach that 
integrates sequence information with PCA to achieve good detec-
tion accuracy and faster detection times. They reduced descriptor 
dimensions while retaining sufficient expressive power using PCA. 
An algorithm for lightweight loop-closure detection and product 
quantisation (PQ) was created by Huang et al. (186). By using the 
pre-trained CNN model, SSE-Net, they were able to extract the 
image’s deep visual and semantic features and obtain a vector of 
feature descriptions. The loop is demonstrated by locating and 
matching the most comparable pair of candidate frames after PQ 
and encoding. 

Zhu and Huang (187) developed fast and robust visual loop-
closure detection using CNN. The authors improved the pre-
training model using the Lite-shuffleNet network by extracting the 
semantic data and depth of the image to derive the feature de-
scriptor, measuring the cosine similarity, choosing the best candi-
date frames and judging whether to loop. 

To represent a picture, Jiayi Ma et al. (188) proposed the fast 
and robust loop-closure detection through the convolutional auto-
encoder and motion consensus. To extract the features, they used 
a compact convolutional auto-encoder (CAE) network. They 
trained the network to offer the data of the visual loop closure-
detection procedure using the deep perceptual similarity loss 
function. The principle of place sequence division is the founda-
tion for the phase of loop-closure detection. The CAE network’s 
mapped coding space is employed in the query job to determine 
which historical image is most similar to the current query image. 
They introduced an image-to-sequence section method based on 
place sequence division and distance-weighted voting for loop-
closing selection. 

In some works, the loop-closure process is addressed using a 
hybrid DL architecture (HDLA). To enhance spatial awareness 
and loop-closure detection using a hybrid CNN, Cai et al. (189) 
devised an effective way to produce high-level semantic image 
features. It is built using ResNet-18 and optimised with the split–
transform–merge concept as well as the squeeze-and-excitation 
structure, allowing for the compensation of the network’s ability to 
represent pictures without sacrificing performance. To save the 
time needed to measure the distance between deep semantic 
features, the authors provided a straightforward method of reduc-
ing dimensions during their fitting. Liu et al. (190) proposed a 
method for developing high-level semantic features that are re-
sistant to changes in both viewpoint and lighting. The architecture 
of the network is a hybrid ConvNet network tuned to handle robust 
and real-time feature extraction. Although it shares AlexNet's 
fundamental structure, it functions best when the appearance is 
drastically altered. Shi and Li (191) employed a YOLOv4 model 
with an improved loss function to find the target in the camera-
obtained images. The locality sensitive hash function is used to 
reduce the high-dimensional data dimension, and the cosine 
distance is used to detect loops. 

Local3Ddeep descriptors (L3Ds) (192) is a method for loop 
detection that measures the overlap. It saves the loop candidate 
point cloud by their estimated relative positions and then deter-

mines the error metric between points that mutually correspond to 
the nearest neighbour descriptors. This technique enables precise 
loop recognition in the event of slight overlaps in 6-DoF estima-
tion. 

LoopNet (193) aims to discover important landmarks for the 
scene to focus on without being distracted by scene fluctuations. It 
is a plug-and-play algorithm. Additionally, it is a multi-scale atten-
tion-based Siamese convolutional model that learns feature em-
beddings that emphasise the distinguishable objects in the scene 
rather than comprehensive features. 

MAQBOO (194) is a sophisticated algorithm. It increases the 
effectiveness of pre-trained models to boost visual recall and use 
them in real-time with multi-agent SLAM systems. In comparison 
to a high descriptor, the suggested approach achieves equivalent 
accuracy in a low descriptor dimension. Tab. 7 summarises loop-
closing methods by DL in the order appearing in the text. 

6. PROBLEMS AND CHALLENGES 

We can infer from this study that the visual SLAM system 
changes over time. Every aspect of its architecture and computer 
vision tasks confronts issues. The researchers applied environ-
mental perception research to address these problems, enhancing 
V-SLAM and enhancing resilience in real-world contexts caused 
by variations in lighting, dynamic objects and shifts in viewpoint. 
The use of low-level sensors has been found to be another signifi-
cant SLAM issue. Numerous sources of ambiguity and problems 
must be solved in order to get a trustworthy SLAM. The three 
fundamental problems are temporal complexity, uncertainty and 
correspondence, sometimes known as data association. Classical 
difficulties and perception problems can be distinguished as is-
sues in the development of visual SLAM. The classical problems 
result from algorithms whose tasks rely on computer vision-related 
issues. Among the most common problem: 

 Estimation of intrinsic parameters is set before using visual 
SLAM systems because camera calibration is done before 
visual SLAM systems and is adjusted during the V-SLAM pro-
cess. 

 Pure rotation is a problem in the field of computer vision due 
to the inability to observe disparities in the monocular visual 
SLAM during purely rotational motion. To address this prob-
lem, several projection models were used (195)(196). 

 The map initialisation presents the first estimation of the local-
isation and is the main task for the rest of the process of visual 
SLAM. Among the things that make a preliminary map accu-
rate is to make the baseline wide. 

 The scale ambiguity is a particular problem with monocular 
SLAM. It lies in their geometric inability to get the information 
of absolute scale about the trajectories and environment. 

 Fusion of multi-sensors: The use of a single sensor in the 
SLAM process generates several limitations. The fusion of 
multiple sensors can provide rich data resulting in a more ac-
curate and robust system. However, sensor fusion can cause 
problems on several levels. 
Classical visual SLAM needs to address several issues, com-

putation for large-scale environments, distortion of movement and 
achieving compatibility between accuracy and real-time process 
relationship. 

 Perception problems give rise to algorithms that improve 
performance in all tasks and seek to implement a robust and 
precise system that confuses perception with optimization.
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DL offers practical precision and robust object detection, and 
prediction, which can understand the scene this improves the 
processes of visual SLAM. 

 Computation speed: DL offers many advantages in recogni-
tion. However, the low computational speed remains one of 
the most important problems. This makes dynamic SLAM not 
usable in embedded V-SLAM systems. 

 Computation complexity: This problem is generated by incor-
porating the object-detection modules. 

 Future research into SLAM perception will focus on solutions 
capable of handling real-world conditions and lighting changes 
and developing and improving tasks for performing visual 
SLAM in real-time scenes. 

Tab. 7. The loop-closing methods of DL SLAM 

Name Year Architecture/method Main contribution 

Light_unsupervised_D 
(182) 

2018 -Unsupervised deep NN 
-Efficient, and robust place recognition. 

-The visual loop closure that is both reliable and compact. 

SuperPoint (181) 2019 -SuperPoint 

-Simultaneously identifies interest spots and related descriptions. 

-By computing the cosine similarity of the respective vectors, it determines how similar 
the pictures are to one another. 

H
D

LA
 

(189) 2018 

-ResNet+ split-transform-
merge strategy + 

squeeze-and-excitation 
structure. 

-Produces high-level semantic picture features for better loop-closure detection and 
location recognition. 

-A simple while fitting dimension reduction algorithm, particularly useful for lowering the 
time required to estimate distance between deep semantic features. 

(190) 2019 -Hybrid CNN 

-Provides high-level semantic picture characteristics specifically for loop closure 
detection. 

-By using locality-sensitive hashing (LSH) and employing the nearest neighbour of a 
single image to search for the key frame using the cosine similarity score, you may 

guarantee the real-time performance of loop closure detection. 

YOLOv4 (191) 2020 
-YOLOv4+ optimised loss 

function 

-High-dimensional data can have its dimensions reduced by using the Locality Sensitive 
Hash function. 

-The cosine distance is used to determine the loop. 

Local3DDeep 
descriptors (192) 

2022 -L3Ds 

-After registering the loop candidate point cloud by its estimated relative posture, 
computes the metric error between points that correspond to mutually-nearest-

neighbour descriptors. 

-In the event of tiny overlaps, properly recognise loops and estimate 6-DoF postures. 

LoopNet (193) 2022 
-Plug-and-play 

model+LoopNet, 
-Identifies similarities across scenes by identifying essential key landmarks to focus on 

while being unaffected by scene differences. 

MAQBOO (194) 2022 
-Multiple AcQuisitions of 
perceptiBle regiOns for 

priOr Learning 

-Uses spatial information to improve the recall rate in image retrieval on pre- trained 
models 

6-DoF, six degrees of freedom; CNN, convolutional neural network; DL, deep learning; HDLA, hybrid deep learning architecture; L3Ds, local 3D deep 
descriptors; NN, neural network; SLAM, simultaneous localisation and mapping; BoVW,bags of visual words; HOG,The Histogram of Oriented Gradients; 
PCA, Principal component analysis; CAE, convolutional auto-encoder; MAQBOOL, Multiple AcQuisitions of perceptiBle regiOns for priOrLearning. 

 
7. CONCLUSION 

The most-significant fundamental techniques and problems 
related to visual SLAM are highlighted in this paper’s presentation 
of the emergence and development phases of the technology. 
The evolution of SLAM in this study was broken down into three 
phases: SLAM probabilities, vision SLAM and SLAM perception. 
Each phase tries to find solutions to the issues raised in the phase 
before it, while also fostering competency in visual SLAM. The 
study attempted to demonstrate the benefits, contributions and 
restrictions of each of the algorithms that were offered. 

A lucrative field that also advances visual SLAM is created by 
the combination of DL methods with machine visions. DL has 
made numerous advances in recent years, notably for tasks like 
image analysis, processing and decision-making, which performs 
with great accuracy and speed. It is possible to use DL to en-
hance various SLAM tasks, including visual odometry, optimisa-
tion, relocalisation and loop closure. DL techniques are utilised in 
visual SALM to speed up computation and are crucial for fully 
comprehending the complex scene that is being viewed. 
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Abstract: Nano-enhanced refrigerants are substances in which the nanoparticles are suspended in the refrigerantatthe desired  
concentration. They have the potential to improve the performance of refrigeration and air-conditioning systems that use vapour  
compression. This study focuses on the thermal conductivity of alumina (Al2O3) and cupric oxide (CuO) nanoparticles immersed  
in 2,3,3,3-tetrafluoropropene (R1234yf). The thermal conductivity of nano-refrigerants was investigated using appropriate models  
from earlier studies where the volume concentration of particles and temperatures were varied from 1% to 5% and from 273 K to 323K,  
respectively. The acquired results are supported by prior experimental investigations on R134a-based nano-refrigerants undertaken  
by the researchers. The main investigation results indicate that the thermal conductivity of Al2O3/R1234yf and CuO/R1234yf is enhanced 
with the particle concentrations, interfacial layer thickness, and temperature. Also, the thermal conductivity of Al2O3/R1234yf  
and CuO/R1234yf decreases with particle size. The thermal conductivity of Al2O3/R1234yf and CuO/R1234yf nano-refrigerants become 
enhanced with a volume concentration of nano-sized particles by 41.2% and 148.1% respectively at 5% volume concentration and 323K 
temperature. The thermal conductivity of Al2O3/R1234yf reduces with temperature, by upto 3% of nanoparticle addition and after that,  
it enhances. Meanwhile, it declines with temperature, by upto 1% of CuO nanoparticle inclusion for CuO/R1234yf. CuO/R1234yf  
has a thermal conductivity of 16.69% greater than Al2O3/R1234yf at a 5% volume concentration. This paper also concludes that, among 
the models for thermal conductivity study, Stiprasert’s model is the most accurate and advanced. 

Keywords: heat transfer fluid, nanoparticles, nano-refrigerants, thermal conductivity models, thermo-physical properties, nanofluids,  
                   temperature, volume concentration 

1. INTRODUCTION 

Nanofluids have piqued the interest of researchers all over 
the world as a viable option for improving the efficiency of heat 
transfer. Nanofluids were first exhibited by Choi and Eastman [1] 
at Argonne National Laboratory as immersed nano-sized materi-
als in base fluids with a standard particle size of 1–100 nm. 
Nanofluid is a heat transport medium, which is inflexible and 
established by suspending nano-sized particles unvarying isolat-
ed into heat transfer fluid (HTF). The merit of these particles 
progresses bythe fluid heat transportation created by their ad-
vanced thermal conductivity. Nanofluids are of boundless worth 
due to their higher enactment on the advancement of the Ther-
mal Act. Nanofluids are used in a variety of heat transfer applica-
tions, including electronic cooling, aerospace industries, refriger-
ation, and air-conditioning [2]. Two approaches are used to im-
prove the heat transfer coefficient of nanofluids. The first ap-
proach is to boost the Nusselt number, which is impacted by the 
Reynolds, Prandtl, and geometry. The second strategy is to 
shorten the characteristic length, which is inversely related to the 
heat transfer coefficient. The heat transfer coefficient is deter-

mined using the Nusselt number, nanofluid thermal conductivity, 
and characteristic length in this approach. These approaches are 
used to create microchannel heat sinks [3]. Recent studies ana-
lyse the thermal performance of Joule heating, Brownian motion 
and thermo-phoretic diffusion on Carreau, Casson-Willianson 
and Maxwell nanofluids [4–14]. These investigations are leading 
to more practical applications of nanofluids. The thermophysical 
properties of nano-fluids influence the performance of the sys-
tems. One of their most critical thermo-physical properties is 
thermal conductivity, which is related to the convective heat 
transfer and boiling coefficients. As a result, thermal conductivity 
has gained a lot of attention in current research, and the non-
linear dependency of temperature on thermal conductivity has 
been verified [15–23]. Alhajaj et al. [24] identified the thermal 
conductivity of 0.5% of Al2O3 and TiO2 nanoparticles with water 
and ethylene glycol. Plant and Saghir [25] studied the heat trans-
fer performance of the three-channel heat exchanger using 1% 
Al2O3/water and 2% Al2O3/water nanofluids. In their study, they 
concluded that heat transfer is enhanced by the increase in the 
volume concentration of the nanoparticle in the base fluid. From 
their analysis, it is clear that the thermal conductivity of the nano-
fluid greatly impacts the performance of systems. 

https://orcid.org/0000-0002-9142-5068
https://orcid.org/0000-0003-0756-5488
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Nano-refrigerants are a novel kind of nanofluids, in which the 
nanoparticles are suspended on the base refrigerants. Many 
researchers have identified the ‘k’ value of different refrigerants 
[26–28]. This novel kind of refrigerant is used for enhancing the 
performance of refrigeration systems. The ‘k’ value of the work-
ing fluid influences the heat transfer of the system [29]. Three 
key benefits could be achieved by using nanoparticles in refrig-
eration systems [30]: (a) nanoparticles as an additive could im-
prove the mixing of the lubricant and the refrigerant. (b) the re-
frigerant's ‘k’ value and other thermo-physical properties could be 
enhanced and (c) dispersion of nanoparticles in the refrigerant 
could increase the coefficient of performance and cooling effect 
and enhance the energy efficiency of the system. The experi-
ments showed that the nano-refrigerant has a greater thermal 
conductivity compared with that of the base refrigerant [15]. In 
addition, the vapour compression refrigeration system works with 
the nano-enhanced refrigerant and outperforms the traditional 
pure refrigerant refrigeration system [31–33]. On the contrary, the 
clustering or settlement of nanoparticles in refrigerants could 
reduce the steadiness of the nano-refrigerant and restrict its use 
in refrigeration systems. Many studies have been carried out on 
the thermo-physical properties and the ability of heat transport of 
nano-refrigerants. According to the literature, suspending nano-
particles in refrigerants could improve the thermal conductivity (k) 
and heat transfer efficiency [16, 17]. 

Recently researchers have tried to identify the ‘k’ values of 
various nano-enhanced refrigerants. Jiang et al. [17] calculated 
the value of ‘k’ for four distinct forms of carbon nanotubes at 
particle concentrations of 0.2%–1% added in R113 refrigerant. 
With regulated volume concentrations of 0.1%–1.2%, Jiang et al. 
[15] studied the ‘k’ value of R113-based nano-refrigerant, in 
which they used various nanoparticles such as Cu, Al, Ni, CuO, 
and Al2O3. Alawi et al.[18] analysed the value of ‘k’ for R134a 
with CuO nanoparticles for different volume concentrations vary-
ing from 1% to 5% and temperatures in the range of 300–320K. 
Mahbubulet al. [19] also explored the influence of ‘k’ on the  
R134a-based nano-refrigerant. They used Al2O3 as the suspend-
ed particle with concentrations of 1–5 vol%. Another work by 
Alawi et al. [34] analysed the value of ‘k’ for nano-refrigerants 
containing alumina nanoparticles and R141b as the base refrig-
erant with the variation in concentration from 1 vol% to 4 vol%. 
The impacts of the volume concentration of nanoparticles pre-
sent in the base fluid, types of nanoparticles, refrigerants, sizes 
of particles, and shapes of particles could all affect the value of 
‘k’. Thermal conductivity could be improved as interfacial layers 
are created in nanofluids [35–37].  Likewise, Patil et al. [38] 
identified that the ‘k’ value of the nano-refrigerant declined with 
the particle size. According to Zawawi et al. [39], the ‘k’ value of 
nanofluids is influenced by their volume concentration and tem-
perature. The value of ‘k’ was improved with the concentration of 
nanomaterial and it declined with temperature. Yang et al. [40] 
found that increasing the volume fraction of TiO2 increased the 
value of ‘k’ of R134a/TiO2, 30% of the ‘k’ value was enhanced by 
adding 5% of the volume concentration of TiO2 to the standard 
fluid. They also realised a decrease in thermal conductivity with 
an increase in temperature. Ammar Hassan et al. [41] explored 
the thermal conductivity of the R134a-based nano-refrigerant. 
They used Al2O3, SiO2, ZrO2, and CNT (Carbon nano-tubes) as 
nano inhibitors with different mass concentrations. From these, 
they identified that the thermal conductivity was improved with 
the nanomaterial concentration in the refrigerant. The main ad-

vantagesof the nanoparticles in the refrigeration systems are 
given in Fig. 1. 

 
Fig.1. Significant benefits of nanoparticles in refrigeration system 

Hydro-fluoro-olefin (HFO) refrigerants are the fourth genera-
tion, which have low global warming potential (GWP) and zero 
ozone depletion potential (ODP). Hence, it is a green refrigerant. 
These mixtures can replace HFCs like R125, R134a, R32 and 
others legally or with a small system modification [42]. There are 
two important types of HFO refrigerants: R1234ze(E) and 
R1234yf. The major limitation of R1234yf is its lesser perfor-
mance than R134a. So, this article focuses on the system’s 
efficiency improvement with R1234yf using nanoparticles. 

However, investigations on the thermo-physical properties of 
HFO-based (R1234yf) nano-refrigerants are limited. The major 
goal of this analysis is to evaluate the thermal conductivity of 
Al2O3/R1234yf and CuO/R1234yf nano-refrigerants using math-
ematical models. The study examines the impact of nanoparticle 
concentrations ranging from 1% to 5% by volume. The investiga-
tion of nano-refrigerant thermal conductivity, on the contrary, is 
broadened by identifying and including the effects of nano-
refrigerant temperature and particle size, as well as the interfacial 
layer on the thermal conductivity of the novel refrigerant. 

2. METHODOLOGY 

The ‘k’ values of Al2O3/R1234yf and CuO/R1234yf nano-
refrigerants are predicted by advanced Stipresert’s model and 
compared with classical models such as those of Maxwell, 
Crosser & Hamilton and Yu and Choi. In Tabs. 1 and 2 are tabu-
lated the properties of Al2O3 and CuO nanomaterials and the 
R1234yf refrigerant. The nano-refrigerant efficacy is investigated 
by studying the effects of Al2O3 and CuO nanoparticle concentra-
tion of 1–5 vol% in R1234yf refrigerant. The average particle size 
of nanoparticles was 40nm. However, when studying the influ-
ence of the temperature and size of nanoparticles on the ‘k’ value 
of nano-added refrigerant, the nano-sized particles radius is 
considered to be 10–50nm and the temperature varied from 273 
K to 323K. For the stability of the nano-refrigerant, no surfactant 
was used. As a result, the effect of surfactants was overlooked 
during the research. The mathematical models of nanofluids and 
nano-refrigerants from different authorities and the thermal con-
ductivity of CuO/R1234yf and Al2O3/R1234yf nano-enhanced 
refrigerants were analysed. 
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Tab. 1. The properties of Al2O3 and CuO nanoparticles 

Nano 

particle 

Molecular 

weight 

(kg/kmol) 

Density 

(kg/m3) 

Thermal 

conductivity 

(W/mK) 

Specific 

heat 

(J/kgK) 

Source 

Al2O3 101.96 3,880 40 729 [43] 

CuO - 6,320 32.9 550.5 [44] 

Tab. 2.  Properties of R1234yf refrigerant [45] 

`Tem-

pera-

ture (K) 

Pressure 

(kPa) 

Density 

(kg/m3) 

Viscosity 

(μPa/s) 

Thermal 

conduc-

tivity 

(W/mK)  

Specific 

heat 

(kJ/kgK) 

273 315 1,175 220 0.0746 1.259 

283 436 1,144 194 0.0713 1.293 

293 590 1,111 171 0.0672 1.332 

303 782 1,075 152 0.0631 1.379 

313 1017 1,037 134 0.0586 1.498 

323 1301 993.3 118 0.054 1.566 

3. MATHEMATICAL MODELS 

3.1. Maxwell’s Model 

Thermal conductivity models were built based on Maxwell’s 
classic research into conduction through amalgamated media. 
This model was created by Maxwell under the premise that the 
solid phase is spherical. According to Maxwell's model, the ther-
mal conductivity of the base fluid, sphere-shaped particles and 
particle volume percentage impact the 'k' value of the nano-
refrigerant. In addition, this model was found to be valid only in 
the case when φ << 2.5%. However, the model considers the 
mixture of fluid and nanoparticle as a homogeneous fluid. Max-
well [46] looked at the efficient thermal conductivity of a multi-
phase mixture of solid and liquid states, and the efficient ‘k’ value 
of nano-refrigerant, knr is given as 

𝑘nr

𝑘r
=  

𝑘np+ 2𝑘r− 2φ(𝑘r−𝑘np)

𝑘np+ 2𝑘r+ φ(𝑘r−𝑘np)
        (1) 

According to Maxwell’s model, the ‘k’ value of the nano-
refrigerant is influenced by the particle volume concentration and 
thermal conductivity of the nano-sized particles and fluids. 
Meanwhile, the other classical models include the impact of 
particle shape, particle distribution and particle interactions. 
These models predict almost identical improvements at low 
concentrations. However, the classical models donot account for 
the particle size and the interfacial layer. 

3.2. Hamilton & crosser model 

The shape factor (f) was introduced by Hamilton and Crosser 
[47], who extended Maxwell's work to non-sphere-shaped parti-
cles and termed it a new parameter that is related to the structure 

of the particles. The shape factor has been measured experi-
mentally for various materials. They tried to establish a model 
that took particle structure, composition, and conductivity into 
account in both the solid and fluid phases. The Hamilton & 
Crosser model estimates the value of ‘k’ for a nano-refrigerant as 
follows: 

𝑘nr

𝑘r
=  

𝑘np+ (𝑓−1)𝑘r−(𝑓−1)(𝑘r−𝑘np)φ

𝑘np+ (𝑓−1)𝑘r+(𝑘r−𝑘np)φ
       (2) 

The shape factor (f) is calculated by the formula f = 3/χ and χ 
is known as sphericity, which is the ratio of a particle's surface 
area to its volume. The sphericity of spherical and cylindrical 
shapes is 1 and 0.5 respectively. 

3.3. Yu and Choi Model 

By assuming that, the pure refrigerant molecules near the 
solid surface of nanoparticles form layered structures that ap-
proximate solids, Yu and Choi [35] altered Maxwell’s model. 
Consequently, the interfacial nano-layer works as a thermal link 
between the pure refrigerant and the solid nano-sized particles, 
enhancing the value of ‘k’. To account for the role of the 
nanolayer in measuring efficient ‘k’ value, Yu and Choi consid-
ered a spherical nano-sized particle of radius enclosed by an 
interfacial nano-layer of thickness. They also believed that the 
thermal conductivity of the interfacial nano-layer is greater than 
thatof the refrigerant. The value of ‘k’ of the nano-enhanced 
refrigerant is determined as: 

𝑘nr

𝑘r
=  

𝑘np+2kr−2φ(𝑘r−𝑘np)(1+β)3

𝑘np+2𝑘r+φ(𝑘r−𝑘np)(1+β)3        (3) 

The ‘k’ of solid nano-sized particles and the base refrigerant, 
as well as the volume fraction of suspended particle, particle 
structure, interfacial nanolayer thickness and ‘k’, all affect the ‘k’ 
value of nano-refrigerants. The β is the ratio of the equivalent 
particle (with interfacial nano-layer) radius to the nanoparticle 
radius. This is influenced by the nano-particle size and the inter-
facial thickness. 

3.4. Stiprasert’s Model 

The thermal conductivity of nano-refrigerant was measured 
using the Sitprasert et al. [36] correlation. This model could be 
used to quantify the influences of nanoparticle size, nanoparticle 
volume, and a temperature-dependent interfacial layer. Fig.2 
shows a diagrammatic representation of the interfacial layer.  

 
Fig.2. Solid nanoparticle interfacewithfluid medium [29] 
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The effective thermal conductivity is determined as: 

𝑘nr  =   
(𝑘np−𝑘lr)φ𝑘lr(2β1

3
−β

3
+1)+(𝑘np+2𝑘lr)β1

3
[φβ

3(𝑘lr−𝑘r)+𝑘r]

β1
3(𝑘np+2𝑘lr)−(𝑘np−𝑘lr)φ[β1

3+β
3−1]

(4) 

Where, 

𝛽 = 1 +  
ℎ

𝑎
         (5) 

𝛽1 = 1 + 
ℎ

2𝑎
         (6) 

ℎ = 0.01(𝑇 − 273)𝑎0.35        (7) 

𝑘𝑙𝑟 = 𝐶
ℎ

𝑎
𝑘𝑟         (8) 

The value of C = 30 for Al2O3 and C = 110 for CuO nanopar-
ticles [36]. 

4. RESULTS AND DISCUSSION 

4.1.  Influence of nano-enhanced refrigerant volume fraction 
and temperature on thermal conductivity  

The volume concentration of nanoparticles in the base refrig-
erant and temperature are major parameters influencing thermal 
conductivity. When intensifying the amount of nanoparticles in 
the refrigerant the properties will change. In addition, the proper-
ties vary with the temperature. Due to this fact, all the mathemat-
ical models have considered volume concentration and tempera-
ture as prime parameters influencing the propertiesof the refrig-
erant. 

Figs. 3 and 4 depict the ‘k’ value of Al2O3/R1234yf and 
CuO/R1234yf nano-refrigerant respectively. Here the volume 
concentrations change from 1% to 5% and the temperature 
ranges from 273K to 323K. The ‘k’ value of nano-refrigerant is 
predicted using Stiprasert’s model. The nano-enhanced refriger-
ants show the highest ‘k’ value at 5% of nanoparticle concentra-
tion and a temperature of 323K. The rise in the value of ‘k’ is 
proportional to the increase in the volume fraction of Al2O3 and 
CuO, as seen in the figures. Fig.3 indicates that the thermal 
conductivity of the Al2O3/R1234yf refrigerant is enhanced by 
41.2% at 323K temperature and 5% volume concentration. From 
Fig.4, the improvement in the ‘k’ value of CuO/R1234yf refriger-
ant is obtained as 148.1% at 5% volume concentration and 323K 
temperature. The enhancement of ‘k’ values with the addition of 
nanoparticles to the base refrigerant is due to the enlargement of 
specific surface areas for heat transfer. The nanoparticles have 
more surface area than the bulk materials, hence when these are 
added to the base refrigerant, heat transfer increases due to 
more specific surface area. Therefore the ‘k’ value of the nano-
added refrigerant increases together with the concentration 
(vol.%) of nanoparticles.  

From Figs.3 and 4 it is seen that the variation of the ‘k’ value 
of both nano-enhanced refrigerants with temperature is different. 
The ‘k’ value of Al2O3/R1234yf is continuously reduced with the 
rise in temperature of upto 3% of Al2O3 nanoparticle addition. At 
higher concentrations, it enhanced with temperature. At 323K, 
the ‘k’ value is reduced by 27.61% with 1% addition and it is 
enhances by 2.2% with 5% inclusion of nanoparticles as com-
pared with 273K. However, for CuO/R1234yf nano-enhanced 
refrigerant the ‘k’ value is reduced with temperature by upto 1% 

inclusion of CuO nanoparticle. After that, the thermal conductivity 
of the nano-refrigerant improved with temperature. The ‘k’ value 
is reduced by upto 7.2% at 323K and 1% volume concentration. 
Meanwhile, it is enhanced by 79.59% with 5% CuO nano-sized 
particle addition and 323K temperature as compared with 273K. 
At low volume concentrations of the nanoparticle in the base-
refrigerant, the molecules of the refrigerant move apart from each 
other when heated, this leads to increasing their mean path. 
Thus this reduces the probability of molecular collision. Hence at 
lower concentrations, the ‘k’ value of the nano-refrigerants re-
duces with a rise in temperature [48]. However, at high-volume 
concentrations, the density of the nanoparticles is high,so that 
when heat is added to the fluid, the molecules move rapidly. 
Consequently, the nanoparticles in the refrigerant tend to move 
faster due to the Brownian motion and high energy content, 
which leads to improving the ‘k’ value with the temperature rise 
[39, 49]. 

 
Fig.3. Dependency of Al2O3 on thermal conductivity at different 

temperatures obtained by Stiprasert’s model 

 
Fig.4. Impact of CuO on thermal conductivity at different temperatures 

obtained by Stiprasert’s model 
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Fig.5.  Dependency of volume concentration of thermal conductivity 

The R134a-based nano refrigerant is chosen for validation of 
the mathematical models. Fig.5 compares the ‘k’ value of R134a-
based nano refrigerant with different nanoparticle volume con-
centrations of Al2O3 in the refrigerant obtained by various thermal 
conductivity models at constant temperature (283K) and the 
particle having constant size (40nm). The ‘k’ value of the nano-
enhanced refrigerant is improved with increase in volume frac-
tions. The value of ‘k’ varies with models due to the assumptions 
made by each model being different. From the figure, it is estab-
lished that the highest value of ‘k’ is obtained by Stiprasert’s 
model. This is because Stiprasert’s model considers the influ-
ence of the interfacial nano-layer between nanoparticles as well 
as refrigerant. As the spherical shape of nanoparticles is consid-
ered, the ‘k’ value of Maxwell and Hamilton & Crosser models is 
the same. Fig.5 also indicates that the present study result 
shows a similar variation to the experimental data by Jwo et al. 
[50], that is, the ‘k’ value enhances with the volume concentration 
of nanoparticles. The experimental values are different from the 
predicted values. This is because of the assumptions taken for 
the predictions. However, the variation of the ‘k’ value with vol-
ume concentration is in the same trend. They studied experimen-
tally to identify the ‘k’ value of nano-refrigerant containing R134a 
as refrigerant and Al2O3 as the nanoparticle. In this case, the ‘k’ 
value of the nano-refrigerant is also slightly enhanced with the 
volume fraction of nanoparticles in the mixture. 

Fig.6 shows the influence of temperature on the thermal con-
ductivity of nano-added refrigerants by various mathematical 
models at a particular volume concentration (equals 5%) and 
constant particle size (40nm). The Maxwell and Yu and Choi 
models, demonstrate that as the temperature rises, the value of 
‘k’ for nano-enhanced refrigerant is lessened. The value of ‘k’ for 
the nano-refrigerant improved with temperature according to 
Stiprasert’s model. The same kind of variation is obtained in the 
studies conducted by Jwo et al. [50] and Mahbubul et al. [19] with 
a 5% particle concentration. The thermal conductivity of the 
nano-refrigerant is analysed using mathematical correlation by 
Mahbubul et al. [19]. The researchers worked with an R134a-
based nano-refrigerant and they obtained that the ‘k’ value of the 
Al2O3/R134a refrigerant is enhanced with temperature. Therefore 
Stiprasert’s model is closer to the real case in comparison with 
other investigated models. 

 
Fig.6.   Validation of results with experimental and simulation studies of         

Al2O3/R134a 

Since the value of ‘k’ for nano-sized particles is usually more 
compared to the base refrigerant, the ‘k’ value of the nano-
refrigerant must also be higher [17]. The Brownian motion of the 
nanoparticle is intensified with the temperature rise and the heat 
transfer is boosted with the contribution of micro convection, 
which leads to the thermal conductivity enhancement [19]. The 
result shows as the temperature rises, the ‘k’ value of nano-
refrigerant also rises. 

4.2.  Impact of the nano-enhanced refrigerant particle size 
on thermal conductivity 

Particle size is a critical parameter that acts on the property 
of nano-refrigerant. This parameter is considered in the Yu and 
Choi model as well as in the Stiprasert model.  

 
Fig.7.   Influence of Al2O3 particle radius on thermal conductivity of    

R1234yf 

Fig.7 depicts the influences of the size of Al2O3 nanoparticles 
on thermal conductivity at a constant temperature (283K) ob-
tained by the Yu and Choi model. From the figure, it is seen that 
the ‘k’ value is reduced with nanoparticle size increment. A similar 
trend is observed with Stipersert’s modelas shown in Fig.8. The 
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‘k’ value of the CuO-based nano-refrigerant is decreased with a 
particle size that is revealed in Fig.8. Both Figs.7 and 8 also 
indicate that the ‘k’ values of both nano-enhanced refrigerants 
increased with the increase in volume fraction of Al2O3 and CuO 
nanoparticles. 

 
Fig.8. Influence of particle radius on thermal conductivity of 

CuO/R1234yf refrigerant 

The ‘k’ value of nano-enhanced refrigerants is decreased 
with particle size. This is because when the particle size increas-
es the bulkiness of the material increases. The material's specific 
surface area is reduced as a result of its increased bulkiness. 
Heat transfer is diminished as the specific surface area is de-
creased. Hence the thermal conductivity reduces with the en-
largement of particles. 

 
Fig.9. Comparison of the influence of particle radius on thermal   

conductivity with the previous study 

Fig.9 shows a comparison of the trend in variation of the ‘k’ 
value of the nano-refrigerant with particle radius with a previous 
study by Mahbubul et al. [19]. They studied the thermal conduc-

tivity of R134a-based nano-refrigerants whereas the present 
study is on R1234yf-based nano-refrigerants. Due to the insuffi-
cient experimental work carried out with R1234yf-based nano-
refrigerant, the comparison is done with R134a-based nano-
refrigerant. For comparison, the result obtained using Stiprasert’s 
model in R1234yf-based nano-refrigeranthas been considered. 
From Fig.9, it is clear that the ‘k’ value of both studies decreases 
with an increase in nanoparticle radius. Hence the mathematical 
model developed by Stiprasert is suitable for the analysis of the 
effect of particle radius on the ‘k’ value in nano-refrigerant stud-
ies. 

4.3.  Impact of the interfacial nanolayer between 
nanoparticle and refrigerant on thermal conductivity 

By adding nanoparticles to the refrigerant, a layer between 
the substances is formed. This layer is called the interfacial layer. 
The thickness of this layer also influences the properties of the 
nano-refrigerant. Yu and Choi and Stiprasert have considered 
that interfacial nanolayer is an important parameter that affects 
thermal conductivity.  

Figs.10 and 11 show the influence of nanolayer or interfacial 
layer thickness on thermal conductivity at a constant particle 
radius (equals 20nm). The ‘k’ value of nano-refrigerant is im-
proved by enhancement in nanolayer thickness in both cases of 
CuO/R1234yf and Al2O3/R1234yf nano-refrigerants. Due to the 
imperfect contact between the solid–solid interfaces, a resistance 
is created in the interface. This interface resistance is known as 
Kapitza resistance, which acts as a barrier to heat transfer and 
lowers the effective thermal conductivity. However, this re-
sistance phenomenon is not predominant at the solid–liquid 
interface of particles in liquid suspension. Due to these, the 
nanolayer enhances the thermal conductivity of the nano-
refrigerant [35]. The interfacial layers surrounding the nanoparti-
cles are enhancement mechanisms that raise the ‘k’ value of 
nano-refrigerant by raising the specific surface area of the nano-
particles [19]. The total surface area per unit mass of a nanopar-
ticle is referred to as the specific surface area. 

 
Fig.10.  Variation of thermal conductivity with nano interfacial layer for     

CuO/R1234yf 
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Fig.11.  Rise in thermal conductivity with nano interfacial layer for 
Al2O3/R1234yf 

4.4.  Effect of type of nanoparticle on the thermal 
conductivity 

In common, each nanoparticlehas different values of thermal 
conductivity. However, based on the models developed by Max-
well, Hamilton & Crosser and Yu and Choi, the value of ‘k’ of 
Al2O3 and CuO nanoparticles added to the refrigerant gives 
similar values and does not influence the type of nanoparticles. 
However, this is not practically correct as the type of nanoparticle 
and refrigerant affects the ‘k’ value of the nanofluid. The nano-
particle type dependency is seen in the Stipresert model.  

Fig. 12 compares the thermal conductivity of CuO/R1234yf 
and Al2O3/R1234yf nano-refrigerant at 283K and the particles 
having a size of 40nm, which is obtained by Stiprasert’s mathe-
matical model. From the figure, it is clear that the ‘k’ value of the 
nano-refrigerant depends on the kind of nanoparticles which are 
added to the base refrigerants. The highest values of ‘k’ are 
obtained when the R1234yf refrigerant is mixed with CuO. At 5% 
volume concentration, the thermal conductivity observed by 
adding CuO in R1234yf is 16.69% greater than that of Al2O3 
nanoparticles added to the same refrigerant. 

 
Fig.12.  Comparison of thermal conductivity of R1234yf-based nano-

refrigerant 

5. CONCLUSION 

The thermal conductivity of the R1234yf refrigerant-based 
nano-refrigerant has been investigated using mathematical mod-
els such as Maxwell, Crosser & Hamilton, Yu and Choi and 
Stiprasert's models, and the results have been validated using 
previous experimental studies conducted by different research-
ers. The thermal conductivity of Al2O3/R1234yf and CuO/R1234yf 
nano-refrigerants improves with increasing nanoparticle volume 
concentrations, similar to nanofluids, according to the findings. 
The thermal conductivity of Al2O3/R1234yf and CuO/R1234yf 
nano-refrigerants was enhanced with a volume concentration of 
nano-sized particles by 41.2% and 148.1% respectively at 5% 
volume concentration and 323K temperature. The thermal con-
ductivity of Al2O3/R1234yf is reduced with temperature, by upto 
3% of nanoparticle addition and after that, it is enhanced. Mean-
while, it declined with temperature, by upto 1% of CuO nanopar-
ticle inclusion for CuO/R1234yf. However, the value of thermal 
conductivity is improved with temperature at higher concentra-
tions as observed in theStiprasert model which is a positive 
feature for all real-world applications. By increasing the particle 
size, the thermal conductivity of CuO/R1234yf and Al2O3/R1234yf 
nano-refrigerants is decreased. The interfacial nanolayer also 
impacted the thermal conductivity value of the nano-refrigerant 
such that as the thickness ofthe interfacial nanolayer increased 
the value of thermal conductivity also increased. The thermal 
conductivity value of CuO/R1234yf is more than that of 
Al2O3/R1234yf about 16.69% at a 5% volume concentration. 
Compared with the results from the mathematical models in 
previous experimental studies, Stiprasert’s model gives more 
realistic results. Therefore, the Stiprasert model is the best and 
most advanced model for study of thermal conductivity. The only 
drawback of this model is that it applies only to Al2O3 and CuO 
nanoparticles.  

Nomenclature 

Acronyms 
a Particle Radius (nm) 
f Shape factor 
GWP Global Warming Poten-
tial 
h Thickness of Interfacial 
nanolayer (nm) 
HFO Hydro fluoro olefin 
HTF Heat transfer fluid 
k Thermal Conductivity 
(W/mK) 
ODP Ozone Depletion Poten-
tial 
T Temperature (K) 
Vol  Volume 

Subscripts: 
lr  Interfacial 
layer 
nr  Nano-
refrigerant 
np  Nanoparti-
cle 
r  Refrigerant 
Greek Symbols: 
ϕ  Particle 

Volume fraction 
χ  Sphericity 
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Abstract: Background: As high-performance human and equine athletes train and compete at the highest level of effort, the prevention  
of high-performance-cased diseases, such as osteoarthritis (OA), requires knowledge of the anatomy and physiology of the subjected 
bones. Objective: Implementation of the scaled–pixel–counting protocol to quantify the radiological features of anatomical structures  
of the normal equine tarsal joint as the first step in the prevention of the tarsal joints OA in high-performance sport horses. Methods:  
A radiographic examination was performed in six cadaverous equine pelvic limbs. The dorso–plantar projection of the tarsal joint  
was performed using density standard (DS) attached to the radiographic cassette, standard X-ray equipment and standard diagnostic  
imaging protocol. On each of the radiographs, pixel brightness (PB) was extracted for each of the 10 steps (S1–S10) of DS. On each  
of the radiographs, seven regions of interest (ROIs) were annotated representing four bones (II tarsal bone [II TB], III tarsal bone [III TB],  
IV tarsal bone [IV TB] and central tarsal bone [CTB]) and three joints (proximal intertarsal joint [PIJ], distal intertarsal joint [DIJ]  
and tarsometatarsal joint [TMJ]), respectively. For each ROI, the percentage (%) of number of pixels (NP) from each range was calculated. 
Results: The % of NP was lower in bones than in joint spaces for S1–S6 and was higher in bones than in joint spaces for S8–S10.  
The % of NP was higher in PIJ than TMJ for S1 and higher in PIJ than DIJ for S4. No differences were found between consecutive bones 
for all examined steps of DS. Conclusions: An application of the scaled–pixel–counting protocol provides the quantitative radiological  
features of normal bone and joint structures of the tarsal joint in horses, making possible differentiation of the lucency of joint space  
and opacity of bone structure. 

Key words: diagnostic imaging, radiographs, radiodensity, osteoarthritis, prevention, horse

1.  BACKGROUND 

Nowadays, the sport uses of horses in show jumping, event-
ing, dressage, driving, reining, vaulting or endurance are charac-
terised by the horse being perceived as an athlete in its own right 
[1]. In high-performance sports, both human and equine athletes 
train and compete at the highest level of effort. However, one 
should keep in mind that the level is close to the limit of injury, as 
exceeding their physiological limits allows for the achievement of 
the best performance results [2]. The powerhouse of athletic 
movement is the muscle [3], whereas the skeletal system with-
stands the stressors placed on bones and joints during high-
performance exercises [2]. Therefore, the cultivation of a deep 
knowledge of the anatomy and physiology of the equine skeletal 
system is the first step in the prevention of high-performance-
cased diseases. 

One of the important causes of lameness, and thus the exclu-
sion of a sport horse from high-performance, is osteoarthritis (OA) 
[4]. OA is a joint disease that results from joint cartilage and un-
derlying bone destruction. Cartilage destruction and subchondral 
bone sclerosis are central and irreversible steps in OA, although 
the entire joint is affected [2]. As OA occurs more commonly in the 

overload joint, repeated stress on bones and ligaments has been 
suggested to be important in the development of OA. Show jump-
ing horses are often affected by the metacarpophalangeal joint 
OA due to forces acting during landing after a jump, whereas 
dressage and reining horses often suffer from the tarsal joints OA 
due to strong involvement of the hindquarters during exercise [5]. 
The OA is diagnosed based on the clinical symptoms such as 
lameness and stiffness, which in many cases reduce the working 
capacity of the horse [6–8]. The clinical symptoms are relevant to 
the low-grade chronic inflammation typical for OA. Therefore, the 
diagnostic strategy considers the basic clinical examination and 
the detailed orthopaedic examination supported by the flexion 
tests, response to local anaesthesia and diagnostic imaging of the 
affected joint [6, 7]. While radiographic changes in the tarsal joint 
have variable correlation with lameness [6, 8–10], radiographs are 
frequently used to identify structural changes in the clinically 
suspected joint [6]. Within the structural changes identified by 
radiographs in affected joints, joint space narrowing, lysis of sub-
chondral bone, sclerosis of subchondral bone, mineralisation front 
defects and osteophyte/enthesophyte development should be 
considered [6, 7, 10, 11].  

One of the equine limb joints most commonly diagnosed with 
OA is the tarsal joint. In the experience from clinical cases, there 
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is evidence indicating that the OA in the tarsal joint is a slowly 
progressing disease where clinical symptoms may precede radio-
graphic signs of degenerative joint disease [8]. Spontaneous 
radiographic signs of OA in the tarsal joint have been reported in 
30%–60% of the horse population, with a higher prevalence in 
mature horses [6, 8–10]. The OA in the tarsal joint has been 
suggested to be most frequent in older horses. Type and load of 
work, limb conformation and developmental abnormalities have 
been proposed as factors predisposing to the OA in the tarsal joint 
[8]. The OA in the distal intertarsal joint (DIJ), tarsometatarsal joint 
(TMJ) and less proximal intertarsal joint (PIJ) occurs commonly in 
sport horses; thus, structural changes’ identification may help in 
OA prognosis determination and the monitoring of disease [7, 10, 
11]. The onset of the OA in the tarsal joint is often followed by a 
period during which degenerative changes worsen and clinical 
symptoms of varying degrees are present continuously or intermit-
tently. However, the progression of the disease as evaluated by 
radiological examination remains to be investigated as not all 
individuals reach the final stage of ankylosis [8]. The monitoring of 
the radiographic signs is particularly important when the outcome 
of both spontaneous ankylosis [8] and surgical arthrodesis [12, 13] 
of tarsal joints is assessed. 

One may observe that OA structural changes are quantified 
using the radiographic rating systems, which are commonly used 
in humans [14, 15], occasionally used in dogs [16] and increasing-
ly used in equines [12, 13]. These systems attempt to assign an 
aggregate score based on the appearance and severity of recog-
nised disease features [12–17]. Besides the adaptation of the 
Delphi technique that considers the expert consultation process 
[18], none of the developed rating systems allow radiographic 
signs grading in detail for each tarsal bone (TB) and joint inde-
pendently, and therefore none of the existing radiographic rating 
systems is unlikely to be useful in the clinic [18]. Labens et al. [18] 
concluded that they do not advocate the clinical use of the radio-
graphic rating scale developed in the recent literature unless each 
user assesses his repeatability first. Moreover, they concluded 
that the knowledge of radiographic features selected by the ex-
perts according to their diagnostic value for the tarsal joint OA 
may be of considerable importance to the development of other 
rating scales. They suggested that the new rating systems may 
include a scale based on the recognition of the selected radio-
graphic features and the assignment of a numeric value. To fill the 
gap in the existing state of quantification of the radiological signs 
of the tarsal joint OA, the objective of this study is to implement 
the scaled–pixel–counting protocol to quantify the radiological 
features of the anatomical structures of the equine normal tarsal 
joint as the first step in the prevention of the tarsal joints OA in the 
high-performance sport horses. 

2. METHODS 

The study was conducted on six cadaverous equine pelvic 
limbs with no clinical symptoms and radiological signs of the tarsal 
joint OA. Limbs were collected during post-mortem at the com-
mercial slaughterhouse in Poland, which does not fall under the 
legislation for the protection of animals used for scientific purpos-
es, national decree-law (Dz. U. 2015 poz. 266) and the European 
Union  law (2010-63-EU directive). Thus, no Ethical Committee’s 
permission was needed for sample retrieval after slaughter. The 
absence of clinical symptoms of OA was determined as the initial 

inclusion criterion; thus, the orthopaedic examination, limited to 
slaughter specimen, was performed considering swelling, joint 
deformities and impaired function of the affected joint manifested 
by decreased motion range. The orthopaedic examination was 
performed by palpation in lateral and anterior-posterior recumben-
cy. During the orthopaedic examination, the lack (0) or presence 
(1) of swelling, joint deformities and decreased motion range was 
noted. The initial exclusion criterion was the presence of at least 
one clinical symptom of tarsal joint OA. Based on the initial exclu-
sion criterion, no limb was excluded. 

Then, the radiographic examination of the tarsal joint was per-
formed using an X-ray tube (Orange 9020HF, Ecoray Co., Seoul, 
South Korea), a radiographic cassette (Saturn 8000, Vievorks Co., 
Seoul, South Korea) and a portable computer (HP Inc. UK Ltd., 
Reading, UK). The X-ray tube settings were 1.25 mAs and 60 kV, 
and the distance between the X-ray tube and radiographic cas-
sette was 80 cm (Fig. 1A). The density standard (DS) was at-
tached to the radiographic cassette while each radiograph was 
taken. The DS was positioned perpendicular to the surface of the 
cassette so that the long axis of the DS was parallel to the long 
axis and the thick end was caudally of the cassette (Fig. 1B, C). 
Concomitant with the cassette and DS being subject to such 
preparation, the dorso–plantar projection of the tarsal joint, with 
the centre of the X-ray beam positioned on the central tarsal bone 
(CTB), was performed. As Labens et al. [18] did not find signifi-
cant differences between the equine tarsal joint ratings for each 
radiographic projection, considering the lateromedial view, dorso–
plantar view and planto–dorsal view, the only one dorso–plantar 
projection of the tarsal joint in the current preliminary study was 
used. The radiographs were acquired as .jpg files. 

 
Fig. 1.   The position of the X-ray tube on a tripod in relation to the 

cadaverous pelvic limb and radiographic cassette (A). The 
position of the density standard (DS) in relation to the long (B) 
and short (C) edges of the radiographic cassette 
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Fig. 2.   The density standard (DS) in visible light (A, B) and under X-ray 

beam (C, D, E) – side view (A, C) and top view (B, D, E). Views 
concerning 10 steps (S1–S10) of an irregular cuboid. Views with 
marked dimensions (A, B), attenuation of the X-ray beam (C, D) 
and rectangular regions of interest representing S1–S10 
(AREAs) (E) 

Each radiograph was visually assessed for the presence of 
radiological signs of the tarsal joint OA. The absence of radiologi-
cal signs of OA was determined as the secondary inclusion crite-
rion; thus, the radiograms evaluation considered joint space nar-
rowing, lysis of subchondral bone, sclerosis of subchondral bone, 
mineralisation front defects and osteophyte/enthesophyte [6, 7, 
10, 11]. The radiograph evaluation was visually assessed. The 
lack (0) or presence (1) of radiological signs of joint space narrow-
ing, lysis of subchondral bone, sclerosis of subchondral bone, 

mineralisation front defects and osteophyte/enthesophyte was 
noted. The secondary exclusion criterion was the presence of at 
least one radiological sign of tarsal joint OA. Based on the sec-
ondary exclusion criterion, no limb was excluded. 

The DS is an irregular cuboid with 10 steps (S1–S10) made of 
aluminium (Al; 95.20–98.88 Mass%; 92.71–98.92 Atom%). The 
DS dimensions are 55 mm in length on the basis, 12 mm high in 
the highest place, 3 mm high in the lowest place and 10 mm wide 
(Fig. 2A, B). The attenuation of the X-ray beam passing through 
the DS was reported in the form of the Hounsfield unit (HU) 
measured for each of S1–S10 as follows: S1 = 1009 HU, S2 = 
1212 HU, S3 = 1407 HU, S4 = 1600 HU, S5 = 1804 HU, S6 = 
2011HU, S7 = 2204 HU, S8 = 2400 HU, S9 = 2607 HU and S10 = 
2803 HU (Fig. 2C, D). 

On each radiograph (Fig. 3A), seven polymorphic regions of 
interest (ROIs) were manually annotated using ImageJ software 
(version 1.46r, Wayne Rasband, Bethesda, MD, USA). ROIs 
represented seven anatomical structures of the normal tarsal joint 
including four bones (II tarsal bone [II TB], III tarsal bone [III TB], 
IV tarsal bone [IV TB] and central tarsal bone [CTB]) (Fig. 3B–E) 
and three joints (proximal intertarsal joint [PIJ], distal intertarsal 
joint [DIJ] and tarsometatarsal joint [TMJ]) (Fig. 3F–H). 

 
Fig. 3.   The radiograph of the normal tarsal joint in horses without (A) 

and with (B–H) annotated regions of interest (ROIs). ROIs 
represented II tarsal bone (II TB) (B), III tarsal bone (III TB) (C), 
IV tarsal bone (IV TB) (D), central tarsal bone (CTB) (E), 
proximal intertarsal joint (PIJ) (F), distal intertarsal joint (DIJ) (G) 
and tarsometatarsal joint (TMJ) (H). The density standard (DS) is 
visible in each image 
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Additionally, 10 rectangular regions of interest representing 
S1–S10 (AREAs) were manually annotated using ImageJ soft-
ware (Fig. 2E). The AREAs represented 10 steps of DS with 
various degrees of X-ray beam attenuation. Each AREAs returned 
the values of Pixel Brightness (PB) <0; 255> and determined the 
ranges of PB change in each AREAs. AREAs that attenuated a 
small amount of the X-ray beam (e.g. soft tissues) were dark and 
represented an area of lucency. AREAs that attenuate a large 
amount of the X-ray beam (e.g. bones) were bright and repre-
sented an area of opacity. The algorithm of the scaled pixel count-
ing protocol was implemented in Python: 
 
M = image*mask 

start = 1 

for i in range(R): 

    if i=R-1: end = PBMax  

    else: end = AREA[i]+(Area[i+1] AR-

EA[i])/2) 

    NP = len(M[(M>=start)&(M<=end)]) 

    %NP =  

    start = end+1 

 

where the notations are as follows: 

 M – segmented image 

 image – input image 

 mask – mask image 

 start – beginning of the interval 

 end – ending of the interval 

 R – number of S-labelled data series 

 Area – vector of intervals S-labelled data series 

 NP – pixel counting result 

 % NP – normalisation of NP 
The features of the algorithm are: 

 the algorithm is designed for grayscale images; 

 the result depends on the image intensity of the ROIs; 

 in each image, AREAs were annotated to compare the beam 
attenuation of individual ROIs; and 

 the result is independent of artefacts generated during regis-
tration, and thus each measurement is independent. 
The number of pixels (NP) values was grouped for all bone’s 

and joint’s anatomical structures, assigned to 10 S-labelled data 
series (S1, S2, S3, S4, S5, S6, S7, S8, S9 and S10) and tested 
independently for univariate distributions using the Kolmogorov–
Smirnov normality test. The S-labelled NP data series were com-
pared between all bone’s and joint’s anatomical structures, using 
the Mann–Whitney test. The NP values were grouped for the 
consecutive bone’s and joint’s anatomical structures, assigned to 
10 S-labelled data series and tested independently for univariate 
distributions using the Kolmogorov–Smirnov normality test. The S-
labelled NP data series were compared between bone’s (II TB vs 
III TB vs IV TB vs CTB) and joint’s (PIJ vs DIJvs TMJ) anatomical 
structures separately, using the Kruskal–Wallis test followed by 
the Dunn’s multiple comparisons test. For each data set, at least 
one data series was non-Gaussian distributed. The alpha value 
was established as α = 0.05. All statistical analyses were per-
formed using Graph Pad Prism 6 software (GraphPad Software 
Inc., Avenida De La Playa La Jolla, CA, USA). 

3. RESULTS 

The % of NP was lower in bones than in joint spaces for S1 
(Fig. 4A), S2, (Fig. 4B), S3 (Fig. 4C), S4 (Fig. 4D), S5 (Fig. 4E) 
and S6 (Fig. 4F), which made it possible to indicate the lucency of 
joint space. Moreover, the % of NP was higher in bones than in 
joint spaces for S8 (Fig. 4H), S9 (Fig. 4I) and S10 (Fig. 4J), which 
made it possible to indicate the opacity of bone structure. No 
difference was found between bones and joints for S7 (Fig. 4G). 

Similarly, no differences were found between consecutive 
bones for all examined steps of DS (Fig. 5). However, the % of NP 
was higher in PIJ than TMJ for S1 (Fig. 6A) and higher in PIJ than 
DIJ for S4 (Fig. 6D), which indicate on the potential possibility of 
discrimination of narrow and wider tarsal joints not influenced by 
the type of normal TB. 

 
Fig. 4.   The comparison of percentage (%) of the number of pixels (NP) 

in each AREA between all bones and joints anatomical 
structures. Data displayed separately for consecutive 10 steps 
(A, S1; B, S2; C, S3; D, S4; E, S5; F, S6; G, S7; H, S8; I, S9; J, 
S10) of density standard (DS). Data on box plots are 
represented by lower quartile, median and upper quartile, 
whereas whiskers represent minimum and maximum values.  
The single realisations are represented by dots. Lowercase 
letters indicate differences between groups for p < 0.05 
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Fig. 5.   The comparison of percentage (%) of the number of pixels (NP) 

in each AREA between consecutive bones’ anatomical 
structures: II tarsal bone (II TB); III tarsal bone (III TB); IV tarsal 
bone (IV TB) and central tarsal bone (CTB). Data displayed 
separately for consecutive 10 steps (A, S1; B, S2; C, S3; D, S4; 
E, S5; F, S6; G, S7; H, S8; I, S9; J, S10) of density standard 
(DS). Data on box plots are represented by lower quartile, 
median and upper quartile, whereas whiskers represent 
minimum and maximum values. The single realisations are 
represented by dots. Lowercase letters indicate differences 
between groups for p < 0.05 

4. DISCUSSION 

Highlighting the most relevant results, one may observe that 
the application of this scaled–pixel–counting protocol allows quan-
tification of the radiological features of joint spaces and bones and 
makes it possible to indicate the lucency of joint space and the 
opacity of bone structure. Thus, we confirm that the quantification 
of the radiological features of the anatomical structures of the 
equine normal tarsal joint is feasible. Knowing that the joint space 
narrowing, lysis of subchondral bone, sclerosis of subchondral 
bone, mineralisation front defects and osteophyte/enthesophyte 
development in OA-affected TB are the most important radiologi-
cal signs [6, 7, 10, 11], the quantification of lucency and opacity 
may be considered as the first step for the tarsal joints rating. One 
may observe that on the radiographs, joint space narrowing is 
recognised as thin and uneven lucency between the adjacent 
cortical bones [6–9].  

 
Fig. 6.   The comparison of percentage (%) of the number of pixels (NP) 

in each AREA between consecutive joints’ anatomical structures: 
proximal intertarsal joint (PIJ); distal intertarsal joint (DIJ)  
and tarsometatarsal joint (TMJ). Data displayed separately  
for consecutive 10 steps (A, S1; B, S2; C, S3; D, S4; E, S5; F, 
S6; G, S7; H, S8; I, S9; J, S10) of density standard (DS). Data 
on box plots are represented by lower quartile, median and 
upper quartile, whereas whiskers represent minimum and 
maximum values. The single realisations are represented by 
dots. Lowercase letters indicate differences between groups  
for p < 0.05 

Therefore, in the case of OA when the lucency between bones 
is less than it should be, one can expect an increase in %NP of 
the bright steps (S7–S8) and a decrease in %NP of the dark steps 
(S1–S3) at the anatomical location of the joint spaces (PIJ, DIJ 
and/or TMJ ROIs). 

This hypothesis needs to be tested in further studies using the 
OA-affected tarsal joints and comparing the results of the OA 
group with the results for normal joints presented in the current 
research. On the radiographs, lysis of the subchondral bone is 
recognised as the area of increased lucency within the cortical 
and subcortical bone [6–9]. Therefore, in the case of OA when the 
lucency within bones’ anatomical locations is more than it should 
be, one can expect an increase in %NP of the dark steps (S1–S3) 
and a decrease in %NP of the bright steps (S8–S10) at the ana-
tomical location of the bones (II TB, III TB, IV TB and/or CTB 
ROIs). On the radiographs, sclerosis of the subchondral bone is 
recognised as the area of increased opacity within the cortical and 
subcortical bones [6–9]. Therefore, in the case of OA when the 
opacity within bones’ anatomical locations is more than it should 
be, one can expect an increase in %NP of the bright steps (S8–
S10) and a decrease in %NP of the dark steps (S1–S3) at the 
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anatomical location of the bones (II TB, III TB, IV TB and/or CTB 
ROIs). On the radiographs, mineralisation front defects and oste-
ophyte/enthesophyte development are recognised as the areas of 
increased opacity between the adjacent cortical bones [6–9]. 
Therefore, in the case of OA when the opacity between bones is 
more than it should be, one can expect an increase in %NP of the 
bright steps (S9–S10) and a decrease in %NP of the dark steps 
(S1–S3) at the anatomical location of the joint spaces (PIJ, DIJ 
and/or TMJ ROIs). The differentiation between the rating of joint 
space narrowing and mineralisation/osteophyte/enthesophyte 
should be assessed in detail since both radiological signs concern 
an increase in %NP of the bright steps and a decrease in %NP of 
the dark steps at the joint spaces. We suspect that estimation of 
bone density with HU will be helpful, with the advantage of %NP 
of S9–S10 in the case of new bone formations and %NP of S7–S8 
in the case of narrowing. However, all these hypotheses need to 
be tested in further studies using the OA-affected tarsal joints and 
comparing the results of the OA group with the results for normal 
joints presented in the current research. 

In the recent research, a radiographic rating scale, developed 
through the Delphi process, was employed for assessing OA 
radiographic signs in the tarsal joint. The rating was determined 
based on the total extent of the affected distal tarsal joint surface, 
leading to a qualitative verbal descriptive assessment of the  

The four-point scale was used for the assessment of OA in the 
entire distal tarsus concerning none OA, mild OA, moderate OA 
and severe OA [18]. In the current research, a scaled–pixel–
counting protocol was applied to all anatomical structures of the 
tarsal joint, resulting in a quantitative numerical rating of the nor-
mal joint. As no OA-affected joints were examined, the 4-point 
scale for the assessment of OA in the entire tarsal joint was not 
applied. Labens et al. [18] stated that if used clinically, this gener-
alised assessment may not allow the progression of individual 
radiographic abnormalities to be monitored. Contrarily, the current 
scaled–pixel–counting protocol will be potentially able to distin-
guish the individual radiographic abnormalities since each bone 
and joint are quantified separately. However, all these hypotheses 
need to be tested in further studies using the OA-affected tarsal 
joints and comparing the results of the OA group with the results 
for normal joints presented in the current research. 

In recent research, the basis of the radiographic rating scale 
was a visual analogue rating scale in which assessors indicated 
the severity of each radiographic feature as they perceived it [18]. 
In the current research, the basis of the radiographic rating proto-
col was the use of the DS and the automatic algorithm. In this 
protocol, assessors did not indicate the severity of each radio-
graphic feature but only annotated the ROIs within the algorithm 
quantifying the relative values. The two-step relativisation, con-
cerning the use of individual X-ray images of DS and the normali-
sation of NP values, makes the final results for each image as 
individual as possible. However, validation of the method on a 
larger set of valid and OA-affected data is necessary to continue 
the work that has been commenced in the current study. 

5. CONCLUSION 

An application of the scaled–pixel–counting protocol provides 
the quantitative radiological features of normal bone and joint 
structures of the tarsal joint in horses, making possible differentia-
tion of the lucency of joint space and opacity of bone structure. 

Moreover, the scaled–pixel–counting protocol allows for the dis-
crimination of narrow and wider tarsal joints not influenced by the 
type of normal TB. 
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Abstract: Thermography  is  a non-invasive imaging technique  that  has been used for the  assessment  of  rheumatoid  arthritis (RA). 
The purpose  of  this research was to compare the heating rate of the proximal phalanx of the fingers and the whole palms in RA and that 
of  healthy subjects. The  study was  conducted on  48  patients with high disease activity, hospitalised for RA, and 45 healthy subjects. 
The thermograms were taken  with the  FLIR camera E60bx. Subjects were instructed to immerse both hands up to the wrist in water 
thermostatically  controlled at 0°C  for  30 s. Then, the  hands  were  pulled out  of  the  water; the  warm-up  period  was  180 s. Image 
pre-processing included: segmentation, extraction and anatomy identification. The mean value of the heating rate for whole palms and the 
proximal phalanx  of  the  fingers  in the RA group was lower than that in the control group (p < 0.05). This coincides with the uneven flow 
of the heat-transfer blood caused by the disease. However, the difference between the heating rates of the proximal phalanx of the fingers 
was greater than that of the entire hand. In addition, the proximal phalanx heating rates of the second, third and fourth fingers were higher 
than those of the outermost two fingers. The study may be used to develop clinical tools in the detection of abnormal heat  
signatures in the phalanx proximal of the fingers. 

Key words: active thermography, rheumatoid arthritis, proximal phalanx, image processing 

1. INTRODUCTION 

Thermography is a non-invasive imaging technique that has 
been used for the assessment of rheumatoid arthritis (RA) in 
recent years. It is a promising tool for the early detection and 
monitoring of RA, as it can detect changes in temperature distribu-
tion and blood flow associated with inflammation in affected joints 
[1-4]. The state-of-the-art approach for thermography imaging in 
rheumatoid patients typically involves the use of high-resolution 
infrared cameras to capture thermal images of the affected joints. 
These images are then processed using advanced image-
processing techniques to extract temperature and blood flow 
information [4-7]. Recently, research has focused on the devel-
opment of machine learning algorithms that can automatically 
analyze thermography images and provide quantitative measure-
ments of disease severity. These algorithms use deep learning 
techniques to extract features from the images and can accurately 
classify patients based on disease severity [8-9]. Some common 
methods include image segmentation [10] e.g. active contour 
models, superpixel-based methods, and deep learning algorithms 
to accurately identify and isolate the regions of the image corre-
sponding to inflamed joints or regions of interest, to facilitate the 
quantification of disease activity and response to treatment. Some 
studies explored [11] various methods for feature extraction in 
thermal images of RA patients, including identifying hotspots, 
quantifying temperature changes and analysing blood flow pat-
terns. Several researchers have written about the classification in 

RA to prediction disease activity and treatment response [12-18]. 
The authors explored various methods for classification of RA 
disease activity based on thermography images, including using 
machine learning algorithms such as deep learning, support vec-
tor machines and decision trees. Studies [19-23] explored various 
methods for image fusion in RA, including combining different 
modalities of imaging such as thermal imaging, ultrasound and 
magnetic resonance imaging (MRI) in aim to improving the accu-
racy of diagnosis and assessment of RA by providing a more 
comprehensive and detailed view of the affected joints and sur-
rounding tissues.  

In healthy individuals, the skin temperature of the proximal 
phalanx of the fingers is typically regulated by factors such as 
environmental conditions and overall blood flow. Individual varia-
tions can occur, but significant heating or abnormal temperature 
patterns are not typically observed in the absence of any underly-
ing pathology. The degree of temperature elevation can vary 
depending on the severity of inflammation and disease activity. In 
RA, joint inflammation and damage can lead to increased blood 
flow and warmth in affected joints [24-26], but there have been no 
studies comparing the heating rate of the healthy and RA fingers. 
The purpose of this research was to compare the heating rate of 
the proximal phalanx of the fingers and the whole palms in RA 
and healthy subjects. Consequently, the results may deliver tools 
for the detection of abnormal heat signatures in the phalanx prox-
imal of the fingers. 
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2. METHODS 

2.1. Subjects 

The study was performed at the University Clinical Hospital in 
Białystok [5,6]. The measurement was taken for a total group of 
48 patients with high disease activity hospitalised due to RA. The 
criteria for patients’ inclusion were: age >18 years, and duration of 
anti-rheumatic biological therapies over 1 year. The exclusion 
criteria were: age <18 years old, and non-biological therapies. The 
control group was 45 healthy subjects. The patients participated in 
the study with their consent, according to the declaration of Hel-
sinki. The Polish Regional Committees have approved this study 
for Medical and Health Research Ethics. 

2.2. Measurement protocol 

The subjects were asked to not consume alcohol or caffeinat-
ed drinks for 24 hours, smoke for 2 hours, and exercise for 1 hour 
before the image-acquisition phase. All subjects were introduced 
to the infrared camera and the course of the study. Next, the 
subjects' images for the affected joints of the hand were captured. 
The patients were instructed to immerse both hands up to the 
wrist in water thermostatically controlled at 0°C for 5 s; the local 
skin temperature dropped by 4–5°C and is stable [5,6]. Then 
removed their hands from the water, and the rewarming period 
was for 180 s, Fig. 1. The water temperature was continuously 
monitored with a digital thermometer. The thermograms of the 
hand fingers for each subject were taken by an experienced ex-
perimenter to ensure both rigor and repeatability [25] with the 
FLIR thermal imaging camera E60bx (Systems Inc., USA) with a 
resolution of 320 × 240 pixels and thermal sensitivity of <0.05°C, 
following the guidelines of the American Thermology Association. 
Thermography images were taken in a controlled environment (air 
humidity 55%, emissivity 0.98 with stable temperature 23±1°C 
and minimal airflow). FLIR Tools software for the analysis of im-
ages was used. 

 
Fig. 1. Flowchart of the investigation procedure. 

The heating rate of the proximal phalanx of the fingers (Fig. 2) 
was analysed in two steps: (1) hand cooling; and (2) hand re-
warming. 

 
Fig. 2. Definitions of the regions of interest used in this study: 1 – Pollex; 

2 – Index; 2 – Medius; 4 – Annularis; 5 – Digitus minimus. 

2.3. Image processing 

The temperature data was considered as two-dimensional 
matrices 𝐿𝑖: 𝑤 × ℎ → 𝑇𝑖 , where 𝑤  and ℎ  determine the frame 

size in Cartesian coordinates 𝑥 = 0. .  𝑤 , 𝑦 = 0. .  ℎ , and the 

number of frames are 𝑖 = 1. .  𝑛. Secondly, the data were used 
as a table function. The frame number corresponds to the time 

𝑡 = 0..  𝑡𝑛. Therefore, 𝐿𝑖: 𝑤 × ℎ → 𝑇(𝑥, 𝑦, 𝑡). In this case, the 
temperature measured at the initial state of a hand represented 
only one frame, which means that 𝑖 ≡ 𝑛 = 1 . Therefore, 

𝐿𝑖𝑛𝑖𝑡: 𝑤 × ℎ × 1 → 𝑇𝑖𝑛𝑖𝑡 . Each frame contains information 
about the temperature of two objects: hand and a background. At 
the first stage, a hand was separated from a background. Anjos 
[27] proved that the balanced histogram thresholding method 

delivers good results for segmentation of the frame 𝐿𝑖𝑛𝑖𝑡  and the 
frame 𝐿𝑛, and contains information on the completion of the heat-
ing process of pre-chilled hands (Figs. 3 and 4a). The change in 
the hand temperature from the first measurement to the last was 
determined as below: 

Δ𝑇(𝑥, 𝑦) = 𝑇𝑛 (𝑥, 𝑦) − 𝑇1 (𝑥, 𝑦).                          (1) 

In case of uniform and incomplete heating, the heating rate 
was determined according the formula [27]: 

𝑣′(𝑥, 𝑦) =
Δ𝑇(𝑥,𝑦)

𝑡𝑛
.                                                  (2) 

We assumed that the temperature peaks are reached not 
simultaneously at different points of the surface. Consequently, 

the instant of the temperature peaks in the points are 𝑡max
𝑗

≤ 𝑡𝑛, 

where 𝑗 = 1. .  𝑤 × ℎ  is a number of element of a two-
dimensional matrix 𝐿𝑖, corresponding to a pair of Cartesian coor-

dinates (𝑥, 𝑦)  of the point on the surface. Therefore, 

𝑇(𝑥, 𝑦, 𝑡max
𝑗

) ≥ 𝑇(𝑥, 𝑦, 𝑡𝑛
𝑗

). If 𝑇(𝑥, 𝑦, 𝑧) is a three-dimensional 

function of temperature in some heat-conducting medium, but the 

temperature varies only along one axis 0Z, then the density vec-
tor of the heat flux transferred by the thermal conductivity is pro-
portional to the temperature gradient vector 𝑞 ∝ −𝑔𝑟𝑎𝑑(𝑇) =

−�̅�𝑧
∂𝑇

∂𝑧⁄ . The function of temperature is also three-

dimensional, and the temperature varies only along one axis 0 t 
too. In a general case, the heating rate at each point on the sur-
face by differentiating the temperature function with respect to 
time is obtained as follows (Fig. 4b): 

𝑣(𝑥, 𝑦) =
∂𝑇(𝑥,𝑦,𝑡𝑗)

∂𝑡
,     𝑡𝑗 = 0..   𝑡max

𝑗
.                        (3) 
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The vector function 𝑣(𝑥, 𝑦) reflects the processes of heating 
in more detail than the distribution of the scalar values of the 
instants (Fig. 5). It is a two-dimensional vector field; therefore, a 
divergence of the heating rate field must be found (Fig. 6): 

𝑑𝑖𝑣(𝑣(𝑥, 𝑦)) = ∇ ⋅
∂𝑇(𝑥,𝑦,𝑡𝑗)

∂𝑡
,                                          (4) 

𝑑𝑖𝑣(𝑣(𝑥, 𝑦)) =
∂

∂𝑥
⋅

∂𝑇(𝑥,𝑦,𝑡𝑗)

∂𝑡
+

∂

∂𝑦
⋅

∂𝑇(𝑥,𝑦,𝑡𝑗)

∂𝑡
+ +

∂

∂𝑡
⋅

∂𝑇(𝑥,𝑦,𝑡𝑗)

∂𝑡
.                                                              (5) 

The partial derivatives of the heating rate with respect to the 
Cartesian coordinates are zero because the heating rate vector is 
orthogonal to the axes 0X and 0Y: 

𝑑𝑖𝑣(𝑣(𝑥, 𝑦)) =
∂

∂𝑡
⋅

∂𝑇(𝑥,𝑦,𝑡𝑗)

∂𝑡
.                               (6) 

2.4. Statistical analysis 

The temperature data were presented as means and standard 
deviations (SD). To verify the hypothesis of a normal distribution 
of the analysed variables, the Shapiro–Wilk test was used. To 
further analyse variables with normal distribution, a parametric 
test (Student’s test) and other nonparametric tests were used. 
Statistical analyses were performed using Statistica software 
version 13.1 (StatSoft, Poland). 

3. RESULTS 

The mean age for healthy subjects was 52.9 ± 4.2 years and 
for RA patients was 52.3 ± 5.4 years. The image data were rec-
orded on 5,400 frames (thermograms). The initial temperature 
(hand cooling) and final temperature (hand rewarming) are pre-
sented in Fig. 3 and in Tab. 1. 

Tab. 1.  The temperature (standard deviation) during hand cooling and   

hand rewarming in the control group and RA patients, [C] ±SD 

Phalanx 
proximalis 

Control group RA group 

cooling  rewarming cooling rewarming 

Pollex  23.5 (1.75) 29.5 (1.95) 23.0 (2.75) 29.5 (2.45) 

Index  24.2 (2.40) 32.0 (1.75) 23.0 (2.35) 31.5 (1.35) 

Medius  24.0 (2.10) 32.5 (2.15) 23.5 (1.60) 30.5 (2.15) 

Annularis  23.5 (1.90) 32.3 (1.95) 24.0 (2.50) 31.0 (1.75) 

Digitus 
minimus  

23.0 (2.50) 31.0 (1.65) 22.0 (1.80) 31.0 (2.75) 

The process is stationary, and its parameters are stable at any 
time interval. This is a consequence of the ability of a living organ-
ism to maintain viability. 

Fig. 4a shows the coldest and the warmest temperature of a 
subject hand as well as the diagram of the average values of the 
frame sequence that reflect the process of the subject’s hand 
heating (Fig. 4b). 

Fig. 5 shows the time spatial distributions to reach tempera-

ture peaks at points (𝑡max
𝑗 ) and the heating rate at each point 

(𝑣(𝑥, 𝑦)) of the subject’s hand. 

 

(a)                                    (b) 

 

(c)                                    (d) 

Fig. 3. Thermogram: (a) hand cooling in typical; (b) hand rewarming in 
typical; (c) hand cooling in RA patient; (d) hand rewarming in RA 
patient. RA, rheumatoid arthritis. 

 

(a)                                    (b) 

   (c) 

Fig. 4. The thermograms after segmentation: (a) the coldest and the   
warmest temperature of a hand; (b) a diagram of the heating rate. 
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(a)                                    (b) 

 
(c) 

Fig. 5. Space distribution: (a) the time of the temperature peaks; (b) the 
heating rate; (c) the cross-sections of the time and the heating rate 

   
 (a) 

    
(b) 

Fig. 6. The divergence of the heating rate: (a) space distribution; (b) the 
cross-sections of the heating rate and its divergence. 

The divergence of the heating rate (Fig. 6a) shows the density 
of the sources of the central field of the heating rate at each point 
of the heated surface of the hand. Fig. 6b shows the normalised 
cross-sections of the heating rate and its divergence. 

The maximum temperature on the thermograms was reached 
at different times in restoring the hand’s temperature after cooling. 
Therefore, it can be assumed that the rate of temperature in-

creases (degree/min) at the points will not be the same. The 
heating rate depends on the spatial distribution of the inflow of the 
coolant (blood) and may be an important diagnostic parameter. At 
the first stage of the study, we did not take into account the ana-
tomical correlation of the heating rate at the measured points but 
analysed the static parameters of the distributions. Typical histo-
grams of the heating rate at the points of the image of the hand 
are shown in the images (Fig. 7). The rate of temperature rise 
(degree/min) is reflected in the x-axis. The values of the y-axis are 
normalised to the distribution integral, which made it possible to 
impose a Gaussian curve on the histogram. 

 

(a)                                    (b) 

Fig. 7. Histograms of the heating rate (degree/min) at the points of the 
hand image: (a) control group; (b) RA. RA, rheumatoid arthritis. 

Mean and SD were used to compare the distributions of the 
heating rate of people with RA and a control group of healthy 
people (Tab. 2). The average value in the RA group was slightly 
less than in the control group. The SD of the RA group was great-
er than that of the control group and was significant (p < 0.05). 
This is in good agreement with the uneven flow of the coolant 
(blood) caused by the disease. 

Tab. 2. The parameters of the heating rate of hand by groups  
             (RA, rheumatoid arthritis; SD, standard deviation) 

Groups Mean 

(p > 0.05) 

SD 

(p < 0.05) 

Control 1.865 0.292 

RA 1.711 0.552 

 
Fig. 8. The heating rate (degree/min) of proximal phalanx of the fingers (p 

< 0.05). RA, rheumatoid arthritis 
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The next stage of the study was the localisation of the as-
sessment of the heating rate in the anatomically important areas 
of the hand. The technique of finger extraction by skeletonisation 
has been described in Ref. [6]. We identified areas corresponding 
to the phalanges on the pre-discovered midlines of the fingers. 
Fig. 8 shows the heating rate of the proximal phalanx of the fin-
gers (p < 0.05). 

The heating rates of the control group were higher than those 
of the RA group, as well as the average heating rate of the hand 
as a whole. The difference in heating rates between the two 
groups on the proximal phalanx of the fingers was more than the 
difference between these groups across the whole hand. The 
heating rates of the proximal phalanx of the fingers 2, 3 and 4 
were more than that of the two outermost fingers. 

4. DISCUSSION AND CONCLUSIONS 

Recent studies have investigated the use of thermography to 
detect early signs of joint inflammation in RA patients before the 
onset of visible joint damage. Some studies [2,3,6] found that 
thermography was able to detect joint inflammation in RA patients 
with normal physical exam findings, suggesting its potential as a 
sensitive screening tool. Other studies have also looked at the use 
of thermography to monitor disease activity and treatment re-
sponse in RA patients [7,8]. In RA, the joints of the fingers are 
commonly affected, including the proximal interphalangeal (PIP) 
joints. That’s why we decided to compare the heating rate phalanx 
proximal of the fingers in RA and healthy subjects. Previously, 
active thermography has been used in research studies to investi-
gate the thermal properties of joints in RA patients [28]. In these 
studies, a dry cooling of the skin for 1 min was used to induce a 
thermal contrast on the joint, which was then measured with an 
infrared camera. Other heat sources, such as surface cooling with 
a mixture of CO2 and air from a cryotherapy unit and also laser or 
microwave heating, may be more suitable in some cases [29]. In 
all cases, it is very important to follow established measurement 
protocols and safety guidelines. We used water as a heat source 
in active thermography studies [5,6] to minimise thermal exposure 
to the patient. In Ref. [5], the outcomes included the mean tem-
perature of five fingers of a hand: In static, post-cooling, and post-
rewarming, the total change in mean temperature of fingers due to 
cold provocation, the total change in mean temperature of fingers 
due to rewarming, the area under the cooling curve, the area 
under the heating curve, the difference between the area under 
the rewarming and the cooling curve, and temperature intensity 
distribution maps. For patients with high disease activity, a lower 
area under the heating curve and a lower difference between the 
area under the rewarming curve and the cooling curve were ob-
served, as well as a smaller total change in mean temperature 
due to rewarming, compared to patients with moderate disease 
activity. In turn, the study [6] proved that the cold provocation test 
discriminates between RA patients and controls and detected 
inflammation in RA patients by the measurement of temperature 
profiles along the fingers using an infrared camera. 

This study examines the dynamical change in the temperature 
field over time. Integral parameters were also taken into account, 
as well as parameters of specific anatomical areas. We found that 
there were significant differences in the heating rate on the phal-
anx proximalis of RA patients and healthy control subjects. Specif-
ically, the RA-affected joints had lower peak temperatures and 

slower cooling rates compared to the healthy joints. The use of 
water as a heat source in active thermography for RA patients has 
some limitations. RA patients may have joint deformities, inflam-
mation and other conditions that can affect the thermal properties 
of the joint and the ability of water to induce a thermal contrast. 

Overall, these studies suggest that active thermography can 
be used to detect thermal differences between RA-affected joints 
and healthy joints in the same patient and may have the potential 
as a non-invasive tool for monitoring disease activity and treat-
ment efficacy in RA. 
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Abstract: This study explores the practical application and impact of bioimpedance analysis in mobile devices for monitoring human 
health. The objective of the study is to propose a feasible application of non-invasive bioimpedance analysis by using the tetrapolar  
electrode connection method and the Cole–Cole model. Bioimpedance measurements and the calculation of electrical parameters  
are performed using ANSYS HFSS software for theoretical calculations and digital signal processing technology for real-time  
measurements using hardware devices. The study focuses on a model of the front arm, including tissues such as bone, fat, muscles,  
arteries and skin, with glucose concentrations as test cases. The simulated characteristic impedance with the ANSYS HFSS software 
package at 125 kHz varied from 315.8 Ω to 312.6 Ω, and the measured forearm characteristic impedance with hardware varied  
from 150.1 Ω to 151.3 Ω. The measured characteristic impedance when the heart is in systole and diastole also differed, with a difference 
of about 0.85% of the maximum impedance measured. The study demonstrates the potential of non-invasive bioimpedance analysis  
to address health issues such as obesity and heart disease. It also highlights its usefulness as a non-invasive alternative for measuring 
glucose concentration in diabetic patients to reduce the risk of infection. The findings indicate the feasibility of using bioimpedance analysis 
in mobile devices for health monitoring purposes. 

Key words: non-invasive, bioimpedance, digital signal processing, human tissues 

1. INTRODUCTION 

Bioimpedance measurements are widely used in various fields 
[1–3]. Bioimpedance refers to the tissue’s resistance to the flow of 
alternating electrical current. When an alternating electrical cur-
rent passes through the human body, the Z complex impedance 
of the tissues consists of two components: the imaginary part 
(reactive resistance, X) and the real part (active resistance, R).  

Bioimpedance measurement is based on the fact that the 
complex impedance of conductive materials depends on the 
shape of the conductor. In a cylindrical conductor, impedance is 
directly proportional to the length of the conductor and inversely 
proportional to the cross-sectional area of the conductor [4]. 

Different tissues in the body respond to electrical current such 
as conductors, semiconductors or dielectrics. Lean body tissues 
respond to electrical current as conductors because they contain 
a high amount of water and electrolytes. Fatty tissues and bones, 
on the other hand, act as dielectrics. Since electrical current will 
primarily flow through the most conductive tissues in the human 
body, such as interstitial fluids and muscles, these tissues will 
have the greatest influence on the overall body impedance.  

Since the human body does not have a regular cylindrical 
shape, a model is used when measuring body impedance, in 
which different body parts are represented as separate cylindrical 
components: two arms, the human back and two legs [5]. 

When performing bioimpedance analysis and calculating body 
impedance, challenges arise because the human body consists of 
both active and reactive components of impedance. The reactive 

component of impedance in the human body is due to cell mem-
branes, while the active component is influenced by intracellular 
and extracellular fluids. It can be inferred that cell membranes in 
the body act as capacitors, while intracellular and extracellular 
fluids function as resistors [6]. 

To calculate the reactive and active components of body im-
pedance, several steps are involved. Firstly, the effective voltage 
and current values are calculated. Then, power and effective 
power are determined. Finally, phase shift, reactive impedance 
and active impedance can be calculated [7].  

Currently, the most commonly used methods for electrode 
placement are bipolar and tetrapolar configurations. In bipolar 
electrode placement, two electrodes are connected to the human 
body to supply the tissue with alternating current and measure the 
voltage between the two electrodes. In tetrapolar electrode 
placement, four electrodes are used. Two electrodes are respon-
sible for supplying the body with alternating current, while the 
other two measure the voltage [8].  

When measuring the whole-body impedance, there are sever-
al methods for electrode placement on the body. These methods 
differ based on electrode attachment to different body locations, 
allowing the alternating current to flow through different segments 
of the human body. The most commonly used methods are hand-
to-hand [9], foot-to-foot [10] and hand-to-foot [11] methods. Cur-
rently, the most popular method is the hand-to-foot method. 

Segmental impedance analysis involves measuring the im-
pedance of individual body segments. By measuring the imped-
ance of specific body regions using this method, it is possible to 
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calculate the mass of different tissues in the entire body and 
monitor parameters such as heart activity, the relationship be-
tween impedance and blood glucose levels, and the respiratory 
rhythm of an individual [12,13].  

In this method of measuring bioelectrical impedance, a con-
stant frequency current of 50 kHz is commonly used. This current 
flows through electrodes attached to the individual’s hand and foot 
[14]. By conducting measurements with a current of 50 kHz, it is 
possible to determine the fat-free mass and total body water 
content, but it is not possible to assess the specific quantities of 
intracellular and extracellular fluids since the 50 kHz current can-
not penetrate cell membranes, which act as capacitors. Therefore, 
this method is most suitable for healthy individuals with a normal 
body water content and who are not severely dehydrated [15].  

The limitations mentioned earlier can be overcome by the 
method of bioimpedance analysis using multiple frequency meas-
urements, typically ranging from 0 kHz to 500 kHz (0, 1, 5, 50, 
100, 200 and 500). This method is based on the principle that 
different tissues have different electrical conductivities at different 
frequencies. By applying currents at different frequencies, it is 
possible to estimate fat-free mass, total body water and the quan-
tities of extracellular and intracellular fluids. Research has shown 
that using variable-frequency electrical currents allows for more 
accurate estimation of extracellular fluids [16]. However, a previ-
ous study [17] has indicated that this method is not suitable for 
determining the distribution of water between intracellular and 
extracellular compartments in the bodies of elderly individuals.  

Another application area is in the measurement of fat-free 
mass. The initial methods for calculating fat-free mass were solely 
based on measurements of height and impedance. To improve 
measurement accuracy, formulas were later derived that required 
additional individual data such as weight, age, sex, reactance and 
anthropometric [18]. In this method, a constant current of 50 kHz, 
800 μA is used to calculate bioimpedance. Kotler et al. [19] devel-
oped a formula specifically for calculating fat-free mass in healthy 
individuals. This method utilises a fixed-frequency 50 kHz electri-
cal current for impedance measurement.  

In the human body, body fluids consist of intracellular (ICW) 
and extracellular (ECW) fluids. Studies have shown that bioelec-
trical impedance analysis at varying frequencies is more suitable 
for measuring body fluids as it yields lower measurement  
errors [20]. 

This method involves measuring impedance at varying fre-
quencies. A current with frequencies ranging from 0 kHz to 100 
kHz was passed through the human body. Impedance was meas-
ured at specific frequencies: 1 kHz, 5 kHz, 50 kHz and 100 kHz. 
The results showed that the most accurate determination of the 
total body fluid volume was obtained using an electrical current of 
100 kHz, while the most accurate data for extracellular fluid vol-
ume were obtained using an electrical current of 1 kHz. Kushner 
and Schoeller [21] derived a formula for calculating the total body 
fluid volume. 

Constant frequency bioelectrical impedance analysis is also 
used to determine the total body skeletal muscle mass [22].  

Equally important research has been conducted in a previous 
study [23], stating that under different pressures in the arteries, 
their diameter can vary from 2.274 mm to 2.519 mm. Another 
study [24] presents an electrical model of arterial impedance 
variation due to the heart pulse. It is also crucial to note that blood 
conductivity and dielectric permittivity parameters vary with 
changes in blood glucose levels. In a study by Li et al. [25], the 

calculation was made on how glucose affects the electrical pa-
rameters of deionised water at glucose concentrations ranging 
from 0 mmol/L to 225 mmol/L.  

In addition, in this study, it was observed that dielectric permit-
tivity parameters, conductivity and dielectric relaxation time have a 
linear dependence on the glucose concentration in deionised 
water solution. Based on this finding, formulas were derived to 
calculate the electrical parameters of the solution at different 
glucose concentrations [22]. The observation that glucose affects 
the conductivity of a non-conductive solution leads to the conclu-
sion that different glucose concentrations also affect the electrical 
conductivity of blood. Therefore, by knowing the electrical pa-
rameters of blood, the diameter and length of the artery at the 
measurement site, it is possible to calculate bioimpedance [26]. 

To measure bioimpedance, a tetrapolar 4-electrode connec-
tion method was used. This method was chosen because the 
shape of electrodes, and contact impedance has less influence on 
measurement accuracy than the bipolar measurement method. In 
the tetrapolar configuration, a current is applied through two elec-
trodes, while the other two electrodes are used for voltage meas-
urement. No current flows through the voltage measurement 
electrodes. The entire electrical current passes only through the 
tested tissue. Consequently, there is no voltage drop due to con-
tact impedance between the voltage measurement electrodes. 
Additionally, when performing measurements using the tetrapolar 
connection method, the body position has less impact than the 
bipolar measurement method. Finally, the tetrapolar electrode 
configuration method is less sensitive to electrode placement than 
the bipolar method. 

This study will be conducted on the human wrist. This location 
was chosen because it is convenient to measure the variation in 
bioimpedance due to the presence of the radial and ulnar arteries 
in the wrist. The radial and ulnar arteries are among the main 
arteries in the human body. 

2. INVESTIGATED MODELS OF THE FOREARM 

The described study consists of two parts: theoretical and ex-
perimental. In the theoretical part, computer modelling of bioim-
pedance analysis is performed using the ANSYS HFSS software 
package. In the experimental part, bioimpedance measurements 
are taken on the human wrist using a specially prepared meas-
urement setup. 

2.1. Computer-based model of the forearm using ANSYS 
HFSS 

The electrical model of the forearm was created using the 
ANSYS HFSS software package, considering six tissues: the skin 
layer, adipose tissue, arteries, muscles, cortical bone and bone 
marrow (Fig. 1). 

The length of the electrical spatial model is 25 cm, the width is 
5.05 cm and the height is 3.05 cm. The proportions and thickness 
of the selected tissues in the study were the same as those used 
in the study conducted by Yu et al. [1] Dimensions of the model 
are provided in Fig. 2. In the model (Fig. 1), the skin layer is de-
picted in orange, adipose tissue in yellow, arteries in red, muscles 
in pink, cortical bone in grey and bone marrow in white. Green 
colour represents the electrodes used to connect to the tissues. 
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The electrodes located on the outer surface of the model are 
current electrodes, while the electrodes at the centre are voltage 
electrodes. During the development of the model, separate pa-
rameters were defined, allowing for easy modification of the 
length, width, height, artery diameter and electrode layout of the 
model. In the centre of the model, a space was created to visual-
ise the distribution of current within the model. 

The power source for bioelectrical impedance measurements 
in the ANSYS HFSS software package was implemented using 
current sources. The amplitude of the current was chosen to be 
0.1 mA. The selected maximum current value is safe and com-
plies with the IEC 60601-2-47:2012 safety standard for medical 
electrical equipment – Part 2-47: Particular requirements for the 
basic safety and essential performance of ambulatory electrocar-
diographic systems. This choice was made in consideration of the 
capabilities of the experimental equipment that will be used in 
subsequent experiments. 

 
Fig. 1.  Computer model of the human forearm, created using the ANSYS 

HFSS software package, consists of the following components: 
the skin layer in orange, adipose tissue in yellow, arteries in red, 
muscles in pink, cortical bone in grey and bone marrow in white 

 
Fig. 2. Dimensions of the tissues in the model 

 
Fig. 3.   Distribution of current through the tissues in the forearm electrical  

model [15] 

The ANSYS HFSS software package cannot automatically 
calculate the bioelectrical impedance using current sources. 
Therefore, it needs to be calculated using the field calculator 
function. To do this, firstly, the voltage drop between the voltage 
measurement electrodes needs to be calculated. This can be 
done by knowing the electric field and the distance between two 
points. 

The voltage drop was calculated using the field calculator tool 
in the ANSYS HFSS software package. The expression of Ohm’s 
law was used to calculate the bioelectrical impedance. 

The current flow in each tissue depends on the geometry and 
electrical parameters of the tissues. Since the geometry of the 
tissues in the thigh is irregular and complex, it is challenging to 
create an accurate electrical model. For this reason, the model will 
be composed of stacked tissues. The forearm model is shown  
in Fig. 3. 

By creating such a model, it can be concluded that the current 
distributes through all the tissues of the forearm. Since the tissues 
in the model are connected in parallel, this model is equivalent to 
an electrical model of six resistors connected in parallel, and their 
total resistance can be calculated using formula [15]: 

1

𝑍𝑓𝑎
=

1

𝑍𝑏𝑚
+

1

𝑍𝑐𝑏
+

1

𝑍𝑚
+

1

𝑍𝑓
+

1

𝑍𝑏
+

1

𝑍𝑠
, (1) 

where 𝑍𝑓𝑎 is the characteristic impedance of the forearm, 𝑍𝑏𝑚 is 

the characteristic impedance of the bone marrow, 𝑍𝑐𝑏 is the 

characteristic impedance of cortical bone, 𝑍𝑚 is the characteristic 
impedance of muscle, 𝑍𝑓 is the characteristic impedance of fat, 

𝑍𝑏 is the characteristic impedance of blood and 𝑍𝑠 is the charac-
teristic impedance of the skin. 

To calculate the resistance of an individual tissue, the tissue’s 
electrical conductivity needs to be known. With this value, the 
tissue resistance can be calculated using formula [15]: 

𝑅𝑡𝑖𝑠𝑠 =
𝑙

𝜎𝑡𝑖𝑠𝑠⋅𝐴𝑡𝑖𝑠𝑠
, (2) 

where 𝑅𝑡𝑖𝑠𝑠 is the resistance of the tissue, L is the distance, 

 𝜎𝑡𝑖𝑠𝑠 is the electrical conductivity of the tissue and 𝐴𝑡𝑖𝑠𝑠 is the 
cross-sectional area of the tissue. 

During the computer modelling of the human wrist, three pa-
rameters were varied: frequency, radial artery diameter and differ-
ent glucose concentrations in the blood. The radial artery diameter 
of the human wrist was limited to two different values ranging from 
2.274 mm to 2.519 mm. Four different glucose concentrations in 
the blood were used to calculate the characteristic resistances of 
the simulated human wrist model in ANSYS HFSS software. In 
total, calculations were performed at 48 different frequency points. 
The calculated results of the model are presented on a logarithmic 
frequency scale to visualise the variation in the characteristic 
resistances, especially at lower frequencies. 

2.2. Physical forearm measurement model 

Bioelectrical impedance was measured using the MAX30001 
integrated circuit. The MAX30001 circuit is a complete solution for 
wearable applications and serves as a biopotential and bioimped-
ance front analogue. It provides high performance and extremely 
low power consumption to extend battery life in clinical and fitness 
applications. In a single biopotential channel, it provides a form of 
pulse in the electrocardiogram (ECG), heart rate and pacemaker 
edge detection. In addition, there is a single bioimpedance chan-
nel to measure breathing.  
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The bioimpedance channel is equipped with integrated pro-
grammable current drives that support common electrodes and 
provide flexibility for measuring two or four electrodes. 

During the measurements, the maximum allowable frequency 
of MAX3001 was used, which is 128 kHz. A 1 kHz high-frequency 
filter was applied to the voltage measurement electrode inputs. 
This filter is designed to eliminate high-frequency noise from 
bioelectrical impedance measurements. Two MAX3001 integrated 
operational amplifiers were used during the measurements. The 
first operational amplifier was set to operate in a low-noise mode. 
The gain coefficient of the second operational amplifier was set to 
20 V/V. The analogue-to-digital converter sampling frequency was 
set to the maximum possible value of 64 Hz. The integrated digital 
filters of the MAX3001 prototype were not used since all signal 
processing will be performed using the MATLAB software pack-
age. The amplitude of the alternating electrical current was set to 
the maximum allowable value of 0.096 mA. 

The real physical experiment setup, using the MAX3001 pro-
totype with four electrodes, is shown in Fig. 4. The four electrodes 
were arranged equidistantly on the human forearm. Real physical 
experiments were conducted on a healthy individual without dia-
betes. The glucose concentration in the blood was measured 
using a commercial glucometer – CONTOUR PLUS ELITE. 

 
Fig. 4.   Physical measurements of the characteristic impedance based 

on  the MAX30001 integrated circuit 

The MAX30001 integrated circuit is connected to an external 
microcontroller, which is used to collect and process information. 
Samples are recorded in 20-bit resolution. This sensor calculates 
the characteristic impedance based on the following formula [6]:  

𝑍(Ω) = 𝐴𝐷𝐶 ⋅
𝑉𝑟𝑒𝑓

219⋅𝐶𝐺𝑀𝐴𝐺⋅𝐺𝐴𝐼𝑁
, (4) 

where ADC is the voltage reading from the analogue-to-digital 

converter of the sensor, 𝑉𝑟𝑒𝑓  is the reference voltage, 𝐶𝐺𝑀𝐴𝐺  is 

the magnitude of the current excitation and 𝐺𝐴𝐼𝑁 is the internal 
gain applied to the voltage measurement. 

This integrated circuit was chosen for its small size, low cost 
and ease of operation. Due to these characteristics, this sensor is 
suitable for use not only in scientific research but also in commer-
cial products. 

The tested individual should fasting for 8 h. The person was 
tested when in a lying position, fully relaxed. Initially, the blood 
glucose level was measured before glucose consumption. After 
measuring the blood glucose concentration, the subject consumed 
75 g of glucose. The next measurement was taken 30 min after 

glucose intake, and subsequent measurements were taken every 
30 min. The test lasted a total of 90 min. A total of four measure-
ments of glucose and characteristic impedance were taken. Each 
measurement of characteristic impedance lasted 5 min to capture 
multiple readings of impedance changes and increase the reliabil-
ity of the test. The testing equipment and its setup are shown in 
Fig. 4. 

After conducting the measurements of characteristic imped-
ance, the previously discussed signal processing was performed 
to remove noise caused by human respiration and electrical inter-
ference. 

3. SIGNAL PROCESSING METHODS 

The planned measurements are expected to be quite noisy, 
so it is important to discuss possible signal processing methods. 
The most common sources of noise include human movements, 
respiration and electrical interference. The initial unprocessed 
measurement results with evident low-frequency noise influenced 
by human respiration are presented in Fig. 5. Fig. 5 shows a 30 s 
data window with characteristic impedance calculations from raw 
data.  

 
Fig. 5. Example of characteristic impedance calculated from raw data 

The aforementioned filtering helps to eliminate the previously 
mentioned sources of noise, such as respiration and electrical 
interference. From the filtered signal, peak values of the signal 
can be extracted. Each signal maximum and minimum indicate 
the impedance during systole and diastole of the heart, respec-
tively (Fig. 6).  

 
Fig. 6. Calculated characteristic impedance from raw data  

  with the applied Chebyshev bandpass filter  
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A hundredth-order Chebyshev bandpass filter was designed 
for the initial data filtering by using the MATLAB software pack-
age. The sampling frequency was chosen to be 130 Hz, justified 
by the hardware used. The MAX3001 sampling rate was 64 Hz. 
The passband of the bandpass filter was set from 0.7 Hz to 40 Hz. 
Frequencies below 0.7 Hz were filtered out to eliminate the influ-
ence of respiration on the measurements [27]. The heart rate in 
the human body ranges from 50 beats/min to 180 beats/min, 
corresponding to frequencies from 0.8 Hz to 3 Hz. This filter en-
sures that such heart rate frequencies are captured. The upper 
cutoff frequency of the passband was chosen to be 40 Hz to filter 
out electrical interference present in the measurements. The filter 
has a stopband attenuation of 80 dB at the filtered frequencies.  

4. RESULTS 

In this section, computer modelling results using the ANSYS 
HFSS software package and experimental research results under 
real conditions are presented to validate the hardware on the 
human wrist. 

4.1. Characteristic impedance results of computer-based 
modelling 

Computer modelling using the ANSYS HFSS software pack-
age yielded results of the wrist computer model’s characteristic 
impedance dependence on the frequency and blood glucose 
level. Computer modelling was performed in the frequency range 
from 10 kHz to 2 MHz. During the experiments, the blood glucose 
level was varied within the range of 4 mmol/L to 33 mmol/L. 

The results of the variation in the characteristic impedance 
when the blood glucose concentration is 4 mmol/L are shown in 
Fig. 7. The graph displays three curves. The orange curve repre-
sents the characteristic impedance when the heart is in the systol-
ic state. The blue curve represents the characteristic impedance 
when the heart is in the diastolic state. The grey curve shows the 
difference in the characteristic impedance between different heart 
states as a function of frequency. The initial analysis of the results 
indicates that the model’s characteristic impedance is inversely 
proportional to the frequency of the alternating current. 

As the artery fills with blood during systole, the pressure and 
diameter of the artery increase. At this moment, there is more 
electrically conductive blood in the artery, resulting in a lower 
value of characteristic impedance than the diastolic state when 
there is less blood in the artery and the diameter is reduced. The 
characteristic impedance during systole, as the frequency in-
creases, varies from 330.86 Ω to 229.13 Ω in our examined fre-
quency range from 10 KHz till 2 MHz. During diastole, the charac-
teristic impedance varies from 332.99 Ω to 229.53 Ω. 

The difference between the characteristic impedances is not 
directly dependent on the frequency of the alternating current. As 
shown in Fig. 8, initially, there is an increasing difference at lower 
frequencies. The difference reaches its maximum at around 150 
kHz and then starts to decrease again. Throughout the frequency 
range, the difference varies from 0.39 Ω to 2.13 Ω. It can be con-
cluded that at 150 kHz, the difference between the characteristic 
impedance of blood and the overall model impedance is the 
greatest, indicating the highest concentration of current in the 
artery. The current distribution in the other layers of the model is 
minimal. Since the highest current concentration is in the artery at 

150 kHz, the largest difference between the characteristic imped-
ances is observed when the heart is in systole and diastole. As 
the frequency increases, the characteristic impedance of the other 
model tissues decreases faster than the blood impedance, result-
ing in a smaller variation in characteristic impedance for the differ-
ent cardiac states. 

 
Fig. 7. Change in characteristic impedance with respect to the artery 

diameter and frequency, when the glucose concentration in the 
blood is 4 mmol/l 

 
Fig. 8. Change in characteristic impedance as the artery diameter,  

frequency and glucose concentration vary 

Since the overall model impedance is more dependent on fre-
quency than on blood glucose concentration to better visualise the 
dependence of the characteristic impedance on glucose concen-
tration and frequency, the results are presented in a narrower 
frequency range from 100 kHz to 150 kHz. This dependence is 
shown in Fig. 8. In Fig. 8, two groups of curves can be distin-
guished. The red, orange, green and blue curves represent the 
results of the characteristic impedance when the heart is in systo-
le, while the brown, black, pink and grey curves represent the 
results when the heart is in diastole. In systole, the blood glucose 
concentrations were chosen as follows: red – 33 mmol/l, orange – 
18 mmol/l, green – 12 mmol/l and blue – 4 mmol/l. In diastole, the 
blood glucose concentrations were chosen as follows: brown – 33 
mmol/l, black – 18 mmol/l, pink – 12 mmol/l and grey – 4 mmol/l. 
As seen in the graph, different blood glucose concentrations lead 
to changes in the overall model’s characteristic impedance. With 
varying glucose concentrations and different cardiac states (systo-
le and diastole), the characteristic impedance varies throughout 
the frequency range. Thus, the blood glucose concentration is 
directly proportional to the characteristic impedance of the entire 
model of the human wrist current. 
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To investigate the dependence of the difference between the 
characteristic impedance of the heart in systole and diastole on 
glucose concentration, the values of characteristic impedance 
were examined at 125 kHz. This frequency was chosen because it 
is the closest frequency that our used hardware is capable of 
measuring, and it is close to the frequency of 150 kHz, where the 
largest difference between the characteristic impedance of the 
wrist in systole and diastole is observed. This dependence is 
shown in Fig. 9.  

From the graph, it can be observed that the difference in the 
characteristic impedance of the whole model is inversely propor-
tional to the glucose concentration in the blood. When the glucose 
concentration is 4 mmol/l, the difference in characteristic imped-
ance is 2.674 Ω. When the glucose concentration is 12 mmol/l, 
the difference between the characteristic impedances in the mod-
el, in systole and diastole, is 2.645 Ω. When the glucose concen-
tration is 18 mmol/l, the difference in impedances is 2.636 Ω. 
When the glucose concentration is 33 mmol/l, the difference in 
impedances is 2.578 Ω. These calculated results confirm the 
previous assumption that the difference in characteristic imped-
ances between systole and diastole decreases with increasing 
glucose concentration in the blood.  

 
Fig. 9. Dependence of the difference between the characteristic imped-

ance of the wrist in systole and diastole on glucose concentra-
tion, when the frequency is 125 kHz 

4.2. Characteristic impedance results of the physical  
experiment 

The equipment for measuring the characteristic impedance 
and the procedure of measurements and the entire experimental 
study are described in the previous section. For each 5-min 
measurement, the values of the characteristic impedance in systo-
le were subtracted from the values in diastole. The average differ-
ence was then calculated. The measured glucose concentration 
values and the average values of the impedance differences are 
presented in Fig. 10.  

The blue curve (Fig. 10) represents the measured glucose 
concentration using the commercial glucometer CONTOUR PLUS 
ELITE. The orange curve represents the measured difference in 
characteristic impedance between systole and diastole. From the 
graph in Fig. 11, it can be observed that as the glucose concentra-
tion in the blood increases, the difference in characteristic imped-
ance decreases. Conversely, as the glucose concentration de-
creases, the difference in characteristic impedance increases. At 
the initial time, the measured glucose concentration was 4.5 
mmol/l, and the difference in characteristic impedance was 67 

mΩ. After 30 min of consuming 75 g of glucose, the glucose con-
centration in the blood increased to 8.1 mmol/l, and the difference 
in characteristic impedance at that time was 43.4 mΩ. After 60 
min from the start of the test, the glucose concentration in the 
blood decreased to 6.2 mmol/l, and the average difference in 
characteristic impedance increased to 60.7 mΩ. At the final time, 
after 90 min from glucose consumption, the glucose concentration 
in the blood dropped to 4.8 mmol/l, and the difference in charac-
teristic impedance increased to 64.4 mΩ. The measured values of 
the difference in characteristic impedance and glucose concentra-
tion are presented in Tab. 1. 

From the conducted test, it is evident that the difference in 
characteristic impedance between systole and diastole has an 
opposite relationship to the difference in characteristic impedance. 
The dependence of the difference in characteristic impedance on 
glucose is depicted in Fig. 11.  

 
Fig. 10. Measurement of glucose concentration in the blood and differ-

ence in bioelectric impedance 

Tab. 1. Values of measured glucose concentration in blood and the 
differences in characteristic impedance in systolic and diastolic states 

Time  
(min) 

Glucose  
concentration 

(mmol/l) 

Differences in 
characteristic  

impedance (mΩ) 

0 4.5 67 

30 8.1 43.4 

60 6.2 60.7 

90 4.8 64.4 

 
Fig. 11. Dependencies of the differences in the characteristic impedance 

when the heart is in systolic and diastolic states on blood  
glucose concentration 

The (Fig. 11) shows that the relationship between the differ-
ence in characteristic impedance and glucose concentration is not 
linear. Due to this nonlinearity, it may be challenging to accurately 
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calculate the exact glucose concentration in the blood based on 
the measurement of the difference in characteristic impedance 
between systole and diastole. 

5. DISCUSSION 

In the study, the characteristic impedance of the entire fore-
arm was measured under real conditions and by creating a fore-
arm computer model and measuring its impedance using the 
ANSYS HFSS software package. Despite using the same elec-
trode size and arrangement in both the software package and the 
real measurements, a significant difference in characteristic im-
pedance was observed. Through calculations with the software 
package, the characteristic impedance of the entire forearm varied 
from 315.8 Ω to 312.6 Ω at a frequency of 125 kHz, depending on 
the different states of the heart and different glucose concentra-
tions in the blood. When measuring the characteristic impedance 
under real conditions, the impedance of the entire forearm ranged 
from 150.1 Ω to 151.3 Ω due to low-frequency noise caused by 
respiration and different glucose concentrations in the blood, as 
well as different states of the cardiac cycle. 

As can be seen, the measurements differ significantly. This 
difference arises because not all tissues present in the human 
forearm were included in the model. The forearm contains tissues 
that are more conductive to electrical current than fat, bone and 
skin. Due to the presence of these more conductive tissues, the 
actual characteristic impedance of the entire forearm is lower than 
what was calculated using the software package. Tissues such as 
tendons, arterial walls, extracellular fluids and other tissues were 
not represented in the model. 

The measurements also differ because the proportions of 
muscle, fat, artery, bone and skin tissues vary between the meas-
ured individual and the model. In reality, the individual may have 
more blood vessels, which are more conductive to electrical cur-
rent, than what was included in the designed model. Additionally, 
the forearm not only contains the radial artery but also the ulnar 
artery, which is smaller in size but still a good conductor of elec-
tricity. 

When performing calculations with the ANSYS HFSS software 
package, it was observed that the model’s characteristic imped-
ance varied significantly when the heart was in the systolic and 
diastolic states, with a maximum change occurring at a blood 
glucose concentration of 4 mmol/l. At this glucose concentration, 
the model’s characteristic impedance ranged from 312.57 Ω to 
315.25 Ω. The difference between these two impedances was 
2.67 Ω, corresponding to a 0.85% variation from the maximum 
characteristic impedance value. 

During real measurements using the MAX30001 hardware, it 
was observed that the characteristic impedance varied, on aver-
age, by about 67 mΩ at a glucose concentration of 4.5 mmol/l. 
The average measured characteristic impedance over a 5-min 
period was 151.21 mΩ at a glucose concentration of 4.5 mmol/l. 
This variation in characteristic impedance corresponds to a 0.04% 
change from the average measured characteristic impedance.  

When measuring the results under real conditions, much 
smaller variations in characteristic impedance were obtained than 
those in the calculations using ANSYS HFSS software. Although 
the variations in characteristic impedance due to the heart rate 
differ significantly, both the theoretical calculations and the actual 
measurements showed the same dependency of characteristic 
impedance on the heart rate. The significant discrepancy between 

the results obtained in the software and the measurements under 
real conditions could be attributed to the fact that not all tissues 
present in the forearm were included in the model. Tissues such 
as tendons, arterial walls, extracellular fluids and veins were not 
included in the model. These tissues are more conductive to 
electrical current than skin, fat or bones, but their characteristic 
impedance does not depend on the heart rate. Therefore, in real 
conditions, the electrical current distributes through more electri-
cally conductive tissues, and the variation in characteristic imped-
ance of the radial artery has a smaller impact on the overall char-
acteristic impedance of the forearm. 

The results obtained from the calculations using ANSYS 
HFSS software showed that the variation in the model’s character-
istic impedance, when the heart is in systole and diastole, is in-
versely proportional to the glucose concentration in the blood. 
When the measurement frequency of the characteristic imped-
ance was set to 125 kHz, and the glucose concentration was 4 
mmol/l, the variation in the characteristic impedance due to the 
heartbeat was 2.67 Ω. When the glucose concentration reached 
12 mmol/l, the variation in the characteristic impedance was 2.65 
Ω. For a glucose concentration of 18 mmol/l, the impedance varia-
tion was 2.64 Ω. When the glucose concentration reached its 
highest level of 33 mmol/l, the impedance variation was 2.58 Ω. 

During the measurements under real conditions, although the 
measured glucose concentrations differed from the concentrations 
used in software, the same dependence of the characteristic 
impedance variation was observed as in the calculations with 
software. When the measured glucose concentration was 4.5 
mmol/l, the variation in the characteristic impedance was 0.067 
mΩ. At a glucose concentration of 4.8 mmol/l, the measured 
variation in the characteristic impedance due to the heartbeat was 
64.6 mΩ. With an increase in glucose concentration to 6.2 mmol/l, 
the variation in the characteristic impedance was 60.7 mΩ, and 
when the maximum glucose level of 8.1 mmol/l was reached, the 
variation in the characteristic impedance was 64.4 mΩ.  

6. CONCLUSIONS 

After conducting a literature review on the characteristic im-
pedance of the human body, the electrical model of the human 
body was analysed. The main parameters of the body’s character-
istic impedance were reviewed, and an overview of different 
measurement methods for the characteristic impedance was 
conducted. 

In the scope of this study, a computer model of the human 
wrist was developed using the ANSYS HFSS software package. 
Additionally, measurements of the bioelectrical characteristic 
impedance were performed with different glucose concentrations 
in the blood. The characteristic impedance of the wrist was also 
measured using the MAX30001 integrated circuit at various glu-
cose concentrations in the blood, and the measured characteristic 
impedance signals were processed programmatically. 

The measurements using the ANSYS HFSS software pack-
age revealed that the characteristic impedance of the wrist is 
inversely proportional to the glucose concentration in the blood. 
Using the software package, the characteristic impedance of the 
wrist was also calculated when the heart is in systole and diastole, 
resulting in changes in the diameter of the radial artery in the 
wrist. The difference in characteristic impedance between the 
maximum and minimum diameter of the radial artery was calcu-
lated, and the dependence of this difference on the glucose con-



DOI 10.2478/ama-2024-0053                                                                                                                                                         acta mechanica et automatica, vol.18 no.3 (2024) 

Special Issue "New Trends in Biomedical Engineering" 

503 

centration in the blood was examined. The results showed that the 
difference in characteristic impedance is inversely dependent on 
the glucose concentration in the blood. 

The measurements conducted using the MAX30001 integrat-
ed circuit confirmed the results obtained from the computer simu-
lation. The largest difference in impedance between systole and 
diastole was observed at 150 kHz. By performing calculations with 
different glucose concentrations in the blood, it was observed that 
the difference in characteristic impedance is inversely proportional 
to the glucose concentration in the blood. All measurements were 
performed in the frequency range from 10 kHz to 2 MHz. The 
glucose concentration in the model artery varied from 4 mmol/l to 
33 mmol/l. 

The measured values of the model and real wrist’s character-
istic impedance revealed a significant difference, which arose due 
to the absence of all tissues in the computer model created with 
ANSYS HFSS. In future work, there are plans to improve the 
computer model of the human wrist by including as many tissues 
as possible that are actually present in the human wrist. 

The study conducted using ANSYS HFSS software showed 
that the wrist’s characteristic impedance is inversely proportional 
to the frequency of the alternating current, and the model’s char-
acteristic impedance is higher when the heart is in the diastolic 
state. 

In this feasibility study on non-invasive bioelectric impedance 
analysis, we recognised that changes in physical parameters of 
the human hand can lead to changes in measurements. However, 
since the main objective of the study was to determine the tech-
nical effectiveness of the method, a complete study of these 
variations was not part of the scope. Recognising the importance 
of individual differences in hand anatomy, we believe that in the 
future, more comprehensive research will take these parameters 
into account to ensure robust and accurate application of non-
invasive biomechanical analysis. 
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Abstract: Artificial Intelligence (AI) has gained a prominent role in the medical industry. The rapid development of the computer science 
field has caused AI to become a meaningful part of modern healthcare. Image-based analysis involving neural networks is a very important 
part of eye diagnoses. In this study, a new approach using Convolutional Gated Recurrent Units (GRU) U-Net was proposed  
for the classifying healthy cases and cases with retinitis pigmentosa (RP) and cone–rod dystrophy (CORD). The basis for the classification 
was the location of pigmentary changes within the retina and fundus autofluorescence (FAF) pattern, as the posterior pole or the periphery 
of the retina may be affected. The dataset, gathered in the Chair and Department of General and Pediatric Ophthalmology of Medical  
University in Lublin, consisted of 230 ultra-widefield pseudocolour (UWFP) and ultra-widefield FAF images, obtained using the Optos 
200TX device (Optos PLC). The data were divided into three categories: healthy subjects (50 images), patients with CORD (48 images) 
and patients with RP (132 images). For applying deep learning classification, which rely on a large amount of data, the dataset  
was artificially enlarged using augmentation involving image manipulations. The final dataset contained 744 images. The proposed  
Convolutional GRU U-Net network was evaluated taking account of the following measures: accuracy, precision, sensitivity, specificity  
and F1. The proposed tool achieved high accuracy in a range of 91.00%–97.90%. The developed solution has a great potential  
in RP diagnoses as a supporting tool.  

Key words: retinitis pigmentosa, convolutional GRU U-Net, classification, UWFP, UWFAF, deep learning 

1. INTRODUCTION 

Retinitis pigmentosa (RP) is a group of inherited retinal dis-
eases characterised by the progressive dysfunction of rod and 
cone photoreceptors in the retina. The majority of cases are inher-
ited in Mendelian patterns, namely autosomal dominant (30%–
40% of cases), autosomal recessive (50%–60%) or X-linked (5%–
15%) inheritance. Depending on the type of cell primarily affected, 
RP can be categorised into rod-dominant (classical RP) and cone-
dominant cone–rod dystrophy (CORD) [5]. According to RetNet 
[22], more than 300 causative genes have been identified for RP 
so far, of which 58 genes have been identified in families with 
autosomal recessive RP. It is the most common inherited retinal 
dystrophy globally, affecting 1 in 4,000 individuals [8, 13]. In the 
past two decades, extensive genetic studies on RP not only led to 
the identification of the molecular basis in at least 60% of families 
but also set the basis for gene-based therapy. Although new 
treatments for RP such as gene therapy are being developed [25], 
current practice mainly involves care for residual visual function 
and surgery or medical therapy for complications. Thus, an ap-
propriate clinical evaluation and estimation method for residual 
visual function and structure in patients with RP should be estab-
lished. Identifying potential anatomical biomarkers for disease 
progression in RP is highly relevant for assessing treatment end 
points in RP in clinical trials. 

Artificial Intelligence (AI) has gained a prominent role in the 

medical industry. The rapid development of the computer science 
field has caused that AI to become a meaningful part of modern 
healthcare. Image-based analysis involving neural networks  
is a very important part of eye diagnoses [18]. These modern 
approaches allow us to find and localise the patterns that are 
characteristic of the particular disease. The neural network meth-
ods are the perfect tool to distinguish between healthy people and 
patients suffering from various disorders. Moreover, not only 
particular diseases but also their place of occurrence may be 
recognised.  

The methods and system involving AI are additional support 
indicating the proper diseases or alerting when the specific fea-
tures are located [18, 19, 21]. These methods may increase the 
detection of diseases, especially rare diseases, such as retina 
problems, in the areas where there are no specialists. The pa-
tients would gain the knowledge from AI. Moreover, AI will defi-
nitely shorten the consultation time.  

Applying AI algorithms reduces the diagnosis time, supports 
decision-making and avoids misdiagnosis, and reduces the cost of 
treatment or provides the treatment recommendation [16].  

Despite the undoubted advantages of existing solutions, there 
is still a niche in the quick and effective diagnosis of eye diseases, 
especially rare or genetic diseases. The main motivation of this 
study is to apply AI for the classification of eye changes caused by 
RP disease. It is very important to distinguish between RP and 
CORD. 
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The main aim of this study is to classify RP. The Convolutional 
Gated Recurrent Units (GRU) U-Net was created for this purpose. 
The dataset, gathered in the Chair and Department of General 
and Pediatric Ophthalmology of Medical University in Lublin, 
consisted of 230 ultra-widefield fundus photography (UWFP) and 
ultra-widefield FAF (UWFAF) images. For applying deep learning 
classification, which rely on a large amount of data, the dataset 
was artificially enlarged using augmentation involving image 
manipulations. Three classes were defined: healthy cases, cases 
with CORD and cases with RP on the periphery of an eye.  

This study proposes that Convolutional GRU U-Net is an ade-
quate tool for the classification of retina dystrophy and healthy 
cases. 

The following research questions have been formulated: 

 RQ1: Is it possible to achieve satisfactory classifier accuracy 
for the proposed the Convolutional GRU U-Net model? 

 RQ2: Is it possible to distinguish RP from CORD and healthy 
cases from Optos images? 

 RQ3. Is it possible to achieve satisfactory classifier accuracy 
while reducing the raining time?  

2. RELATED WORKS 

A great number of studies concern application of AI for medi-
cal purposes, including U-Net solutions.  

2.1. RP 

Patients with RP typically experience night blindness and pro-
gressive loss of peripheral vision in both eyes during their first 
decades of life [36]. This leads to the loss of central vision and 
progression to total blindness. Typical form of RP is a long-lasting 
disease that usually evolves over several decades. However, 
there are extreme cases with a rapid evolution over two decades 
or a slow progression that never leads to blindness. This long-
lasting disease is classified into three stages: early, middle and 
end stages. In the early stage, night blindness is the main symp-
tom. In the mid stage, visual field testing shows mild periphery 
scotomas that tend to enlarge towards extreme periphery and 
macular areas. In the end stage, patients can no longer move 
autonomously, as a result of peripheral vision loss (classical 
tunnel vision), with few degrees of remaining visual field around 
this the main diagnostic tool to assess the visual function. 

Variable expression in fundus changes may be present in dif-
ferent patients with different causes, in different patients caused 
by mutations in the same gene, in different patients from the same 
family and probably even in different eyes of the same patient. 

The classic ophthalmoscopic findings in RP are typically de-
scribed as a triad: retinal blood vessel attenuation, waxy pallor of 
the optic disc and intraretinal pigmentation in a bone–spicule 
pattern in the periphery of the retina. Abnormal retinal pigmenta-
tion occurs when pigment from disintegrating retinal pigment 
epithelial cells migrates into the superficial (“inner”) retina as a 
response to photoreceptor cell death [22]. Initially, the pigmentary 
abnormality appears as a fine dusting extending from the mid to 
the far peripheral retina. Later, “bone-spicules” form throughout 
the mid and the far retinal periphery due to accumulations of 
pigment surrounding retinal blood vessels. In advanced RP, atro-
phy of the choriocapillaris may expose the large choroidal vessels 
beneath. CORD presents with visual acuity loss, photophobia, and 

dyschromatopsia, showing abnormal cone photopic electroretino-
graphy (ERG) response with no or mild rod involvement and 
pigmentary changes within the posterior pole [12]. 

The diagnosis and monitoring of RP require a comprehensive 
approach, encompassing patient history, fundus examination with 
fundus wide-field photos, wide-field fundus autofluorescence 
(FAF), visual field and full-field ERG. These diagnostic tools play a 
crucial role in detecting early signs of RP in at-risk individuals and 
monitoring the progression of the disease. 

There is a progress towards preventing the loss of or restoring 
the function of rod photoreceptors in retinal dystrophies. There is 
also a need for a standardised device for quantifying the loss of 
the structure and function of the retina in RP. The emergence of 
molecular therapies for inherited retinal degenerations has high-
lighted the need for imaging modalities that can sensitively identify 
structural disease progression and robust methods to analyse 
disease progression. 

Both UWFP and UWFAF imaging using a scanning laser oph-
thalmoscope are imaging techniques that enable clinicians to 
obtain fundus images with a 200° angle of view easily and nonin-
vasively [24]. FAF is a noninvasive method that evaluates retinal 
disease and reflects retinal pigment epithelium functions by visual-
ising the accumulation of lipofuscin. FAF images of patients with 
RP show hyperfluorescence in the early disease stages, whereas 
hypofluorescence corresponds to lesions in later stages. In typical 
RP, an autofluorescence ring, which represents a hyperfluores-
cent ring in FAF images, might be observed at the border separat-
ing the dysfunctional retina from the functional retina [27, 30]. 

2.2. Tools for RP classification  

Various appliances for improving the modern eye healthcare 
have been developed using AI. The new models have been creat-
ed to classify various eye diseases, including RP, as a tool sup-
porting diagnoses. Modern systems have also been developed for 
these purposes. Many types of images have been taken into 
consideration. 

The identification of normal and selected diseases based on 
ultra-wide field imaging is described in a previous study [35]. 
Three deep learning networks, namely EfficientNet-B7, DenseNet 
and ResNet-101 were applied to classify diabetic retinopathy, 
retinal vein occlusion, pathologic myopia, retinal detachment, RP, 
age-related macular degeneration, vitreous opacity and optic 
neuropathy. The best accuracy was obtained for the EfficientNet-
B7 network.  

Image-based diagnosis using the Deep Neural Network (DNN) 
model Visual geometry group-16 (VGG-16) has been applied to 
classify patients suffering from RP disease and healthy patients 
[21]. Two types of images were involved: 373 UWFP and 373 
UWFAF. The obtained results proved that the proposed model is 
efficient for RP recognition (UWFP: sensitivity 99.3%, specificity 
99.1%, and UWFAF: sensitivity 100%, specificity 99.5%). It was 
also stated that further studies involving AI are required for RP 
diagnosis. 

Glaucoma, maculopathy, pathological myopia and RP were 
classified using three deep learning approaches, namely Mo-
bileNetV2, InceptionV3 and AlexNet, in a previous study [14]. Due 
to small amount of data, transfer learning with ImageNet was 
applied. The Kaggle dataset was used for the studies. The best 
results obtained MobileNetV2: up to 98.4% for accuracy, 96% for 
sensitivity and 99% for specificity.  
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A previous study has used Convolutional Neural Network 
(CNN) for automatic recognition of healthy people and people with 
the diseased retina based on retinal fundus images [18]. The 
images were obtained from the Friedrich-Alexander University 
machine learning data repository and from the eye hospital in 
Bangalore, India. Both data were augmented to obtain the proper 
number of images for classification. The average accuracy was 
reached between 96.5 % and 99.7%. 

Four pretrained neural networks, namely AlexNet, DenseNet-
161, ResNet-50 and ResNet-152, were applied for infrared (IR) 
images, optical coherence tomography (OCT) images and the two 
combined [20]. The highest precision was obtained for the combi-
nation of IR and OCT images. The studies were performed on the 
Johns Hopkins University (JHU) dataset. 

The end-to-end deep learning approach consisting of Dense-
Net, Recurrent Neural Network and Fully Connected layer was 
applied for predicting treatment requirements for the management 
of neovascular age-related macular degeneration [28]. Three 
classes were defined as low, intermediate and high. The obtained 
accuracy was up to 72%, sensitivity was 82% and specificity was 
71%.  

The RP classification based on OCT images using pixel-
based and component-based methods was described in a previ-
ous study [8]. Four classifiers, namely Random Forest pixel-
based, AdaBoost.M1 pixel-based, Random Forest component-
based and AdaBoost.M1 component-based, were applied with 
great success. The obtained accuracy exceeded 99%. The preci-
sion was in the range of 42.45%–68.40%, the recall between 
52.2% and 79.4%, and F1 between 46.76% and 64.69%. 

Classification methods were also applied for developing ex-
pert systems for various eye disease. An expert system, dedicat-
ed to diabetic retinopathy and RP, consisting of extracting colour 
channels, red and green, was used [10]. Then, the Sobel method 
for edge detection was applied for the red channel, and the region 
of interest was determined for the green channel. In the next step, 
pixels with high intensity from the red channel and low-intensity 
pixels from the green channel were merged. Finally, prepro-
cessing included the masking and removal of unwanted regions, 
and pixels were interpolated to the original image. The data were 
obtained using a CANON CF-60UVi camera with a 60o FOV. The 
achieved accuracy was 85.45%.  

Another expert system for RP classification was used in a 
previous study [7]. It aimed at the automatic segmentation of 
pigment deposits in the fundus of the eye images. OCT images 
and those obtained from fundus camera were preprocessed. 
Then, the watershed transformation was applied to obtain homo-
geneous regions. This made the proposed method highly resistant 
to high variabilities in pigment deposits in terms of colour and 
shape. Even small pigment deposits were recognised. The system 
accuracy, precision, recall and F1 score were 97.90%, 74.43%, 
98.44% and 59.04%, respectively. 

After analysing the studies concerning applying AI for RP di-
agnosis, the authors noticed that there are no studies involving 
the location of retinal changes based on Optos images. Therefore, 
the aim of this study is to propose a Convolutional GRU U-NET 
classifier to distinguish between a healthy eye and an eye with 
pigmentary changes located in the centre (CORD) or on the pe-
riphery of the retina (RP). 

3. MATERIALS AND METHODS 

3.1. Dataset 

UWFP and UWFAF images have been obtained using an Op-
tos 200TX device (Optos PLC). Medical records of patients with 
cone–rod and cone–rod dystrophies at the Chair and Department 
of General and Pediatric Ophthalmology of the Medical University 
of Lublin were retrospectively reviewed. Patients were included if 
they had UWFAF and clinical characterisation of their retinal 
dystrophy. UWFP and UWFAF imaging were performed after pupil 
dilation with topical 0.5% tropicamide. All patients underwent 
visual acuity testing, slit lamp biomicroscopy and dilated fundus 
examination. All patients had clinical findings consistent with RP 
or CORD. UW-FAF characteristics were analysed qualitatively by 
two reviewers. The study included 69 eyes of 35 patients. All 
patients were identified and diagnosed clinically by an inherited 
retinal disease specialist. The control group consisted of 15 
healthy subjects (30 eyes). A total of 230 optomap retinal images 
were obtained. The data were divided into three categories: 
healthy subjects (50 images), patients with CORD (48 images) 
and patients with RP on the periphery of the retina (132 images). 
For applying deep learning classification, which requires a large 
amount of data, the dataset was artificially enlarged using aug-
mentation involving image manipulations [38]. The images were 

rotated by 10. Additionally, they were converted to greyscale. 
Previous study involving CNN and their various modifications, has 
proven how important role plays a properly selected and suffi-
ciently large dataset. However, in studies using medical data, 
there is almost always a problem of shortage of training data due 
to various difficulties in obtaining data. Data augmentation is 
commonly used in such cases. As numerous studies indicate 
[1,2,6,32,37] that data augmentation improves the quality of clas-
sification, regardless of the measure used. In this study, the aug-
mented dataset was exclusively utilised for training the model. 

Deep learning models were employed for acquiring RP fea-
tures and associated classifications from the complete input im-
ages. Automatically, irrelevant regions, including those beyond the 
circular boundary of the main object, were eliminated. These 
unimportant areas may arise from artefacts introduced during 
image acquisition. Subsequent to the removal of irrelevant por-
tions, the images were resized to 300 × 375 pixels, with pixel 
values ranging from 0 to 1.  

The final dataset, used in this study, contained the following 
number of images: 264 for healthy persons, 240 for patients with 
RP in the centre of the retina and 240 for patients with RP on the 
periphery of the retina. The images representing RP and CORD 
are shown in Fig. 1. In case of RP, the most typical changes in the 
fundus of the eye are narrow vessels and pigmented changes in 
the periphery of the fundus. The macular area is characterised by 
shiny reflexes. In case of CORD, the changes are located in the 
centre of the retina. 

The final dataset, used in this study, contained the following 
number of images: 264 for healthy persons, 240 for patients with 
RP in the centre of the retina and 240 for patients with RP on the 
periphery of the retina. The images representing RP and CORD 
are shown in Fig. 1. In case of RP, the most typical changes in the 
fundus of the eye are narrow vessels and pigmented changes in 
the periphery of the fundus. The macular area is characterised by 
shiny reflexes. In case of CORD, the changes are located in the 
centre of the retina. 
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RP 

 
CORD 

Fig. 1.   Example images from dataset representing RP and CORD 
dystrophy. Wide-field fundus photography obtained using Optos 
device 

3.2. GRU 

The GRU model, widely recognised as a prominent variation 
of Long Short-Term Memory (LSTM) [13], combines the forgetting 
gate and input gate into a single update gate while also merging 
the cell state and hidden state. Consequently, the resulting GRU 
model is simpler and faster than the conventional LSTM model. 
This characteristic proves particularly advantageous when han-
dling large datasets, allowing for substantial time savings with only 
minimal performance discrepancies compared to the standard 
LSTM model. Both LSTM and GRU models excel at preserving 
crucial features by using various gates, ensuring these features 

remain intact even during long-term transmissions. At time t, the 
new state can be calculated using Eq. (1) [9]: 

𝑢𝑡 = (1 − 𝑧𝑡) ∘ 𝑢𝑡−1 + 𝑎𝑔 ∘ 𝑢�̃�    (1) 

where ut is the new GRU state, ut−1 is the previous GRU state, 

ag is the update gate and ut̃ is the current candidate sate with a 

new collection of information. 
The update gate plays a crucial role in determining the bal-

ance between retaining past information and incorporating new 
information. Its primary function is to regulate the extent to which 
information from the previous state influences the current state. 

By adjusting the value of ag, the degree to which the information 

from the previous state is integrated into the current state is con-

trolled. A higher value of ag signifies a greater incorporation of 

information from the previous state. Eq. (2) defines the process of 
update gate modification [9]: 

𝑎𝑔 = 𝛿(𝑊𝑧𝑥𝑡 + 𝑅𝑧𝑢𝑡−1 + 𝑏𝑧)    (2) 

where xt is the data vector at time t, Wz is update gate weights at 
time t, Rz is update gate weights at time t − 1 and bz is bias. 

The current candidate state is calculated using Eq. (3) [9]: 

𝑢�̃� = tanh(𝑊ℎ𝑥𝑡 + 𝑟𝑡 ∘ 𝑅𝑧𝑢𝑡−1) 𝑏𝑧    (3) 

where rt is a reset gate at time t. Its role is to control the flow of 
information between current and previous states.  

In numerous modelling tasks, having access to both past and 
future states proves advantageous. However, Conventional GRU 
networks process sequences in a temporal order, disregarding 
any future state. To address this limitation, Bidirectional GRU 
networks are introduced, which expand unidirectional GRU net-
works by incorporating a second layer. In this additional layer, the 
hidden-to-hidden connections flow in the opposite temporal order, 
enabling the model to capture the future state alongside the tradi-
tional past state. This bidirectional approach enhances the net-
work’s ability to understand and leverage information from both 
temporal directions. 

3.3. Proposed methodology 

This network is inspired from previous studies [3, 15, 29, 34]. 
The network utilises the strengths of Bidirectional GRU networks 
as well as densely connected convolutions. The individual com-
ponents are described in detail in the following sections. The 
whole structure of it is presented in Fig. 2.  

3.3.1. Encoding 

The modified U-Net’s contracting path involves a series of four 
steps. Each step comprises two convolutional filters of a size of 

3 × 3, followed by a 2 × 2 max pooling function and the Recti-
fied Linear Unit (ReLU) activation. At each step, the number of 
feature maps is doubled. The contracting path progressively 
extracts image representations while increasing the dimensionality 
of these representations layer by layer. Ultimately, the final layer 
in the encoding path produces a high-dimensional image repre-
sentation with rich semantic information. 

In the original U-Net, the last step of the encoding path con-
sists of a sequence of convolutional layers. This enables the 
network to learn diverse types of features. However, this approach 
may result in the learning of redundant features through succes-
sive convolutions. To address this issue, densely connected 
convolutions were introduced [15]. This enhancement allows the 
network to improve its performance by leveraging the concept of 
“collective knowledge”, which involves concatenating feature 
maps learned from all previous convolutional layers with the fea-
ture map obtained from the current layer. These concatenated 
feature maps are then forwarded as input to the subsequent 
convolutional layer. This strategy promotes the reuse of valuable 
feature maps throughout the network, mitigating the risk of learn-
ing redundant features. 

The idea of densely connected convolutions has some ad-
vantages over regular convolutions [15]. First of all, it helps the 
network to learn a diverse set of feature maps, instead of redun-
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dant features. Moreover, this idea improves the network’s repre-
sentational power by allowing information flow through the net-
work and reusing features. Furthermore, densely connected con-
volutions can benefit from all the produced features before it, 
which prompts the network to avoid the risk of exploding or van-
ishing gradients. In addition, the gradients are sent to their respec-
tive places in the network more quickly in the backward path. The 

idea of densely connected convolutions was implemented in the 
proposed network, due to which two consecutive convolutions are 

introduced as one block. There is a sequence of N blocks in the 
last convolutional layer of the encoding path, as shown in Fig. 3. 
These blocks are densely connected. 

 
Fig. 2. The architecture of Convolutional GRU U-Net segment-based 

 
Fig. 3. U-Net dense layer  

3.3.2. Decoding 

The decoding path begins by applying an up-sampling func-
tion to the output of the previous layer. In the traditional U-Net 
model, the corresponding feature maps from the contracting path 
are cropped and copied to the decoding path. These feature maps 
are then concatenated with the result of the up-sampling function. 
However, in this approach, the Bidirectional Convolutional GRU 
was utilised to process these two types of feature maps in a more 

intricate manner (Fig. 4). 
The set of feature maps copied from the encoding part is ini-

tially passed through an up-convolutional layer. This layer applies 

an up-sampling function, followed by a 2 ×  2 convolution opera-
tion, effectively doubling the size of each feature map and halving 
the number of feature channels. Consequently, the resulting 
feature maps progressively increase in size throughout the ex-
panding path, layer by layer, until they reach the original size of 
the input image after the final layer.  

 

 
Fig. 4. Bidirectional ConvGRU  



Maria Skublewska-Paszkowska, Pawel Powroznik, Robert Rejdak, Katarzyna Nowomiejska                             DOI 10.2478/ama-2024-0054 

Application of Convolutional Gated Recurrent Units U-Net for Distinguishing between Retinitis Pigmentosa and Cone-Rod Dystrophy 

510 

3.3.3. Batch normalisation 

Following the up-sampling, the feature map is processed by a 
batch normalisation (BN) operation. During the training phase, 
intermediate layers often encounter a challenge where the distri-
bution of activations tends to vary. This issue can significantly 
slow down the training process as each layer needs to adapt to 
new distributions in every training step. To address this problem, 
BN [17] is employed to enhance the stability of the neural network. 
BN standardises the inputs to a layer by subtracting the batch 
mean and dividing it by the batch standard deviation (SD). This 
normalisation process effectively accelerates the training speed of 
the neural network. Additionally, in certain cases, BN provides a 
regularisation effect, which can further improve the model’s per-
formance. 

3.3.4. Bidirectional Convolutional GRU 

The output of the BN step is fed to the Bidirectional Convolu-
tional GRU layer. The main disadvantage of the standard GRU is 
that these networks does not take account of the spatial correla-
tion since these models use full connections in input-to-state and 
state-to-state transitions. To solve this problem, bidirectional 
convolutional GRU was proposed, which exploited convolution 
operations. The idea of this layer based on LSTM was presented 
in a previous study [31]. It consists of an input vector xt, an output 

vector ut, a reset gate rt, update gate ag and candidate activa-

tion vector ut̃. The update rule for the input vector xt and the 
previous output ut−1 is given by the following equations (for 
convenience, the subscript and superscript from the parameters 
were removed): 

𝑟 = σ(𝑊𝑟∗𝑛[𝑢𝑡−1; 𝑥𝑡] + 𝑏𝑟)    (4) 

𝑎 = σ(𝑊𝑢∗𝑛[𝑢𝑡−1; 𝑥𝑡] + 𝑏𝑢)    (5) 

𝑐 = ρ(𝑊𝑐∗𝑛[𝑥𝑡; 𝑟⨀𝑢𝑡−1] + 𝑏𝑐)    (6) 

𝑢𝑡 = a⨀𝑢𝑡−1 + (1 − a)⨀𝑐    (7) 

where σ and ρ are sigmoidal and ReLU functions, respectively; 

∗ n denotes a convolution kernel of size n × n; ⨀ indicates 
Hadamard product operation. Brackets are presented to indicate a 

feature concatenation; and r, a, c and ut denote the typical ele-
ments (reset, update, current memory content and a new state) of 
GRU. 

4. RESULTS 

4.1. Classifier evaluation 

The proposed Convolutional GRU U-Net segmentation-based 
network was evaluated taking account of the following measures 
[4]: accuracy (Eq. 8), precision (Eq. 9), sensitivity (Eq. 10), speci-
ficity (Eq. 11) and F1 score (Eq. 12). A series of experiments were 
performed considering a random split of the data into training and 
testing sets: 80% and 20%, respectively. To reduce the random-
ness of the results, 10 iterations were performed independently. 
To assess the effectiveness of the classifier, commonly used 
measures were used: accuracy, precision, sensitivity, specificity 
and the F1 score [23,33]. 

Tab. 1. Accuracy results obtained using Convolutional GRU U-NET 

Class Mean (%) Max (%) Min (%) SD (%) 

All 94.05 97.90 91.00 3.97 

 
Tab. 2.  Accuracy results of healthy, RP and CORD cases obtained using 

Convolutional GRU U-NET 

Class Mean (%) Max (%) Min (%) SD (%) 

Healthy 95.48 97.91 92.14 3.86 

CORD 94.87 97.98 92.07 4.89 

RP 95.15 97.92 92.09 2.90 

The accuracy results for the proposed Convolutional GRU U-
Net for RP classification based on Optus images are provided in 
Tab. 1. This measure gives the information about the ability to 
distinguish between healthy cases and the cases with RP dis-
ease. The obtained values confirm that the segmentation method 
involving deep learning is a suitable tool for RP recognition pur-
poses. The mean accuracy exceeds 94%, which proves that the 
classification RP has been developed with great success. The 
detailed accuracy results for three defined classes are presented 
in Tab 2. The proposed tool recognises heathy eyes, cases 
CORD and pigmentary changes localised on the periphery of the 
retina. The obtained minimum accuracy was greater than 92%. 
The maximum measures almost reached 98%. 

Precision results for the developed tool is presented in Tab. 3. 
The mean value exceeds 95% for each class and ranges between 
90% and 98%. The high value of this measure means that the 
network does many correct classifications or only few misclassifi-
cations.  

Tab. 3.  Precision results of healthy, RP and CORD cases obtained using 
Convolutional GRU U-NET 

Class Mean (%) Max (%) Min (%) SD (%) 

Healthy 95.85 98.36 91.90 3.74 

CORD 95.47 98.36 91.90 4.70 

RP 95.32 98.41 90.00 3.90 

Tab. 4.  Sensitivity results of healthy, RP and CORD cases obtained 
using Convolutional GRU U-NET 

Class Mean (%) Max (%) Min (%) SD (%) 

Healthy 94.71  97.56 91.54 3.47 

CORD 93.41 96.82 90.27 3.82 

RP 95.11 97.91 91.38 2.75 

Sensitivity measures how correctly the model can classify 
positive instances. The obtained results, presented in Tab. 4, 
indicate that the developed tool has a great performance. The 
mean sensitivity exceeded 93%, while the values were in the 
range of 90.27%–97.91%. 

Specificity measures the amount of real negative data that are 
classified as negative ones. The obtained values are summarised 
in Tab. 5. As it can be seen, the mean measure exceeds 92%, 
while the whole calculated indicator is between 89.64% and 
99.17%. The higher specificity value was obtained for cases with 
RP diseases located in the centre of the retina. 
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Tab. 5.  Specificity results of healthy, RP and CORD cases obtained 
using Convolutional GRU U-NET 

Class Mean (%) Max (%) Min (%) SD (%) 

Healthy 95.42 98.36 92.28 3.61 

CORD 98.46 99.17 95.36 3.27 

RP 92.94 97.64 89.64 2.50 

The harmonic mean of F1 scores was calculated based on 
precision and specificity. Based on the previous values of preci-
sion and specificity, it can be assumed that this measure also 
gained high values. The mean value exceeded 94%. The pro-
posed tool recognises the cases with RP located in the central of 
the retina the best. Slightly worse results were obtained for the 
cases with RP located in the periphery of the retina and healthy 
ones. However, these differences are very small, up to 2.79%. 
The SD in all measures (Tabs. 1–6) is very low, which means that 
the observations are gathered around the mean and thus repeat-
able. 

The learning parameters of the proposed tool are presented in 
Figs. 5 and 6. As can be seen from Fig. 5, after reaching 40 
epochs, the accuracy, both for training and test sets, is on the 
same level (high). Another element indicating how well the neural 
network works is the loss value. As can be observed in Fig. 6, 50 
epochs are enough to minimise the loss. These two parameters 
prove that the learning process was enough to obtain high accu-
racy values.  

 
Fig. 5.   Accuracy obtained for training and test data within 50 epochs. At 

least 40 epochs are required to obtain the accuracy exceeding 
90% 

 

Fig. 6.  Values of loss function while training and testing the model. It can 
be observed that almost 50 epochs are required to achieve the 
acceptable error level 

The confusion matrix, depicted in Fig. 7, presents the classes 
that were misclassified. As it can be seen, two types of RP dis-
ease are confused, as well as the RP cases with healthy cases. 
The level of misclassification is very small, up to 5.14%. This 

matrix also is also suitable for the neural network. To ensure the 
accuracy of the developed model, the Leave-One-Out Cross-
Validation (LOOCV) was performed. Although this procedure is 
computationally intensive, it provides reliable and unbiased in-
sights into the model’s performance. By employing LOOCV, the 
root mean squared error (RMSE) for n tests was calculated. The 
obtained results for LOOCV were as follows: RMSE: 5.83% and 

SD 3.78%. 

Tab. 6.  F1 score results for healthy, RP and CORD cases obtained using 
Convolutional GRU U-NET 

Class Mean (%) Max (%) Min (%) SD (%) 

Healthy 95.63 98.36 92.10 3.65 

CORD 96.94 98.76 93.99 3.35 

RP 94.11 98.02 89.82 3.11 

 
Fig. 7.   Confusion matrix for three classes: healthy, CORD and RP 

cases. It can be seen that the proposed classifier has a little 
problem in distinguishing between healthy cases and RP, and 
between RP and CORD. CORD is classified correctly in many 
cases.  

5. DISCUSSION 

AI has gained a lot of interest recently, achieving success in 
various fields of study. In the medical field, many neural network 
models have been applied for solving challenging tasks concern-
ing retinal diseases [7, 8, 10, 14, 20, 28, 35]. The accuracies 
depended on various classifiers and datasets consisting of differ-
ent types of images. 

In this study, the Convolutional GRU U-NET model was pro-
posed for the classification of rare eye diseases of rod-dominant 
(classical RP) and cone-dominant CORD. These two groups were 
distinguished from healthy cases. A set of experiments was per-
formed, which yielded satisfactory results, exceeding an accuracy 
of 90%, reaching up to 97.90%. These results of both the pro-
posed model and individual classes confirm that the answer for 
RQ1 is positive. 

The obtained performance results of the proposed the Convo-
lutional GRU U-Net model for RP disorders were compared with 
the similar outcomes for various eye disease classifications using 
various networks. In Tab. 7, seven studies were gathered, includ-
ing RP issues, that used different types of images, datasets and 
neural approaches. Various types of eye diseases were analysed. 
The highest accuracy was achieved by MobileNetV2, ImageNet, 
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InceptionV3 and AlexNet classifiers, while the lowest was 
achieved by a deep learning approach consisting of DenseNet, 
Recurrent Neural Network and Fully Connected layer. The accu-
racy results, obtained in this research, is at the top of the other 
accuracy values. This indicates that the proposed tool is adequate 
for the classification of RP disorders. Moreover, based on the 
state-of-the-art, it can be easily seen that this study made the first 
attempt to classify RP utilising the proposed neural network.  

Analysing the results gathered in Tabs. 2–6, it can be indicat-
ed that the proposed classifier can recognise two types of retina 
dystrophies. The answer for RQ2is definitely affirmative. The 
proposed Convolutional GRU U-NET model achieved satisfactory 
results by reaching only 40 epochs, which also gives a positive 
answer to RQ3. The obtained results clearly indicate that the 
hypothesis is true and that the proposed Convolutional GRU U-
Net can be successfully applied for rare eye diseases. 

Tab. 7.  Machine learning studies in retinitis pigmentosa (RP) recognition. OCT-optical coherence tomography, CORD-cone-rod dystrophy,  
UWFP- ultra-widefield pseudocolour, UWFAF-ultra widefield fundus autofluorescence 

Classifier Dataset Diseases Accuracy (%) References 

EfficientNet-B7,  
DenseNet,  

ResNet-101 
574 UWFI images 

Diabetic retinopathy, retinal vein occlusion, 
pathologic myopia, retinal detachment, RP, 
age-related macular degeneration, vitreous 

opacity and optic neuropathy 

96.44–99.32 [35] 

EfficientNet-B7 High-Resolution Fundus Diabetic retinopathy and RP 85.45 [10] 

Own system Fundus images, OCT RP 97.90 [7] 

Random Forests  
pixel-based, AdaBoost.M1 

pixel-based, Random 
Forests component-based, 

AdaBoost.M1  
component-based 

RIPS, OCT RP 98.99–99.45 [8] 

LCDNet Fundus camera imaging Retinal eye diseases 96.52–99.70 [20] 

MobileNetV2, ImageNet, 
InceptionV3 and AlexNet 

Kaggle 
Glaucoma, maculopathy, pathological 

myopia and RP 
100 [14] 

Deep learning approach 
consists of DenseNet, 

Recurrent Neural Network 
and Fully Connected layer 

OCT imaging 
Neovascular age-related macular  

degeneration 
72 [28] 

Convolutional GRU U-Net UWFP and UWFAF Healthy, CORD, RP 91.00–97.90 Own 

     
6. CONCLUSIONS AND FUTURE WORKS 

Nowadays, the machine learning models have been applied 
for medical purposes. In this study, a new model was proposed to 
automatically classify the RP based on Optos images. Three 
classes were distinguished: healthy, CORD and RP. The Convolu-
tional GRU U-Net was applied for this purpose. The verification of 
this tool proved that it is a very good solution to classify this rare 
disease. Each of the mean measures, namely accuracy, preci-
sion, sensitivity, specificity and F1 score, produced very high 
results, above 94%. The learning parameters showed that the 
dataset was enough to obtain high quality. Additionally, the pro-
posed neural tool was verified using the LOOCV. The obtained 
results proved the high performance of the developed model. 
Moreover, according to the authors’ knowledge, this is the first 
type of tool to classify the location of the RP in the retina. The 
obtained results proved the hypothesis. 

The developed Convolutional GRU U-Net shows great poten-
tial in practical software implementation to diagnose RP diseases 
as a supporting tool. It may help to decrease the time of diagno-
ses. It also may give the recommendations for further treatment. 
However, this model also has some limitations. It was trained and 
verified on dataset containing Optors images. Neither temporal 
nor spatial relationships were taken into consideration. The model 
requires a high hardware memory capacity. Future studied may 
extend the classes to perform a more detailed analysis of this rare 
disease. The proposed neural model may be used for the as-

sessment of the level of the RP. The experiments will be per-
formed focusing on improving the accuracy of the proposed  
model. 
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Abstract: Since the implementation of repair processes by composite patch bonding, this process has consistently demonstrated high  
performance across various industrial sectors, especially in the fields of aeronautics, aerospace and civil engineering. Consequently,  
there are situations in which the riveting process becomes the sole solution, particularly when the structure is subjected to severe  
mechanical or thermo-mechanical stresses, since adhesives have low mechanical strength after aging. Each method has its own set  
of advantages and disadvantages. The current trend is to combine these two processes to minimise their drawbacks as much as possible. 
The objective of this work is to present an experimental study on the repair of an aluminium plate AL2024-T3 with a central circular notch 
using a patch of different nature (metal or composite), under tensile loading conditions. The repair composite considered  
is a carbon/epoxide. The results of the tensile tests showed that the repair by the combination of the two processes improves  
the mechanical strength of the damaged structure. A comparison of the results of the experimental curves obtained on riveted, bonded  
and hybrid assemblies has been taken into consideration. 

Key words: composite patch, aluminium AL2024-T3, bonding, riveting, hybrid process 

1. INTRODUCTION 

Throughout their service life, aeronautical structures are sub-
jected to various mechanical stresses. When a geometric discon-
tinuity, such as a crack or notch, is present, these mechanical 
loads can lead to a high concentration of stress, which may pre-
cipitate the premature failure of the structure. Currently, new 
techniques are being developed with the aim of delaying the onset 
of cracks and, in most cases, reducing the rate of crack propaga-
tion, thus increasing the lifespan of structures. 

In the repair process, we can cite repair by welding [1], rivet-
ing [2], bolting [3] or other methods as in the study by Zhen-
Yu Chen [4], and more recently, Elyas Ghafoor [5] used wire arc 
additive manufacturing (WAAM) to strengthen cracked steel com-
ponents under fatigue loading using innovative techniques. The 
experimental results showed that this technique increases in the 
number of rupture cycles without crack propagation and minimises 
the effect of stress in the vicinity of the damage. The technology 
for repairing damaged structures by bonding a composite patch 
has progressed considerably and is currently being widely used, 

particularly in aeronautics, due to the advantages it provides. 
Maintenance inspectors can recommend structural repair depend-
ing on the extent of damage, which should be the simplest and 
least expensive option for restoring the strength of the structure. 
The repair must not only provide resistance to ultimate loads but 
also ensure a long service life. Repairs (temporary or permanent) 
are carried out using bolted or riveted metal reinforcements or 
with bonded metal or composite reinforcements. This last solution 
is used in particular for laminated composite plates. Therefore, 
repairs are one of the issues that are the subject of studies on 
composite–metallic or composite–composite assemblies. The 
repair of a cracked structure can also be carried out by bonding 
an external patch to the structure to stop or slow down the propa-
gation of the crack.  

Composite materials are used in many fields because of their 
low weight, fatigue strength, corrosion resistance and enhanced 
damage tolerance [6]. The composite material patch plays an 
important role in the repair process due to its useful properties [7], 
and it is conventionally used in aeronautics for the repair of metal 
structures for damage such as cracks, notches or impacts.  

The use of composite patches for the repair of damaged struc-
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tures has interested several researchers, such as Baker et al. [8–
9]. In an experimental study, Hosseini-Toudeshky et al. [10] inves-
tigated the growth of fatigue cracks on aluminium plates with a 
central mode I crack repaired using composite patches on one 
side only. On the other hand, Khalili et al. [11] conducted an ex-
perimental study on the effect of a composite patch applied to one 
side for repairing edge cracks in aluminium specimens using the 
Charpy impact test. Additionally, Maleki et al. [12] have studied 
the effect of applying a bonded composite patch to a cracked 
2024-T3 aluminium plate under mixed mode loading. Basaid et al. 
[13] employed a fibreglass/epoxy patch for the maintenance of 
damaged plates in Air Algérie Maintenance workshops. Similarly, 
Gu et al. [14] used basic fibreglass/epoxy patches to repair alu-
minium plates with cracks and studied the development of cracks 
in the plate and the delamination behaviour in the patches under 
static stresses. Benkheira et al. [15] conducted an experimental 
analysis under tensile loading to investigate the effect of repair by 
using single and double patches of boron/epoxy-laminated com-
posite plates with a central circular notch and also presented a 
comparison between these two repair modes. Nadia et al. [16] 
analysed the mechanical and failure behaviours of a damaged 
structure repaired by using a composite patch for defects in the 
adhesive layer. Madani et al. [17] carried out both experimental 
and numerical studies on the mechanical behaviour of several 
plates with notches of various shapes by using tensile tests. 
Aldeen, A et al. [18] studied the effect of isothermal and isochro-
nous aging to investigate precipitate evolution and recrystallisation 
of zirconium alloy N36 after β-quenching. 

Rivallant et al. [19] introduced a discrete 3D finite element 
method (FEM) that uses cohesive elements to simulate both inter-
lamina delamination and intra-lamina matrix cracking. Similarly, R. 
Rashnooie et al. [20] successfully simulated crack growth in com-
posite plates using an element method modelling approach ex-
tended finishes (XFEM); they took into consideration the propaga-
tion of damage in the adhesive layer, the different layers of the 
composite and the delamination of the metal–FRP interface. The 
proposed XFEM model simulates the fatigue behaviour of FRP-
reinforced metal plates. 

Ait Kaci et al. [21] have shown that a hybrid patch combining 
carbon fibre/epoxy and aramid/epoxy plies can reduce the stress 
in the damaged area and thus ensure the structure a long service 
life. Horn et al. [22] have shown that it is necessary to optimise the 
length and thickness of the repair patch and that these dimen-
sions are important to increase the tensile strength of the repaired 
structure. The calculation of the stress distributions in the struc-
ture is therefore an important aspect in proposing an appropriate 
reinforcement solution.  

Analysing stresses in the adhesive joint is essential to avoid 
deterioration of this layer as its mechanical properties are weaker 
than the plate and the patch. Madani et al. [23] analysed the 
stress distribution in an aluminium alloy 2024-T3 plate in the 
presence of a notch, repaired using a composite patch, through 
the FEM. The authors showed that the composite patch repair 
method greatly reduces the high stress concentration. Rezgani et 
al. [24] conducted experimental tests to analyse the effect of 
hydrothermal aging of the patch and the adhesive on the fatigue 
behaviour of a damaged 2024-T3 aluminium plate repaired by a 

carbon composite/epoxy patch. Wahrhaftig et al. [25] have pro-

posed an equivalent stiffness system for calculating the minimum 
bending moment for concrete slender columns. Al-Abboodi et al. 
[26] have produced a device featuring a three-point curve test to 
evaluate the mechanical properties of a metallic glass alloy sam-

ple (Fe49.7 Cr17.1 Mn1.9 Mo7.4 W1.6 B15.2 C3.8 Si2.4) pre-
pared by high-speed spark plasma sintering (SPS). 

The weak point in reinforcing composite materials lies in the 
adhesive responsible for ensuring the adhesion of the reinforce-
ment. According to reference [27], 53% of the observed failures in 
aeronautical structures repaired are due to the adhesive layer. 
These failures are essentially due to the transfer of loads from the 
adherend to the composite patch. This load transfer zone, in fact, 
results in a shear stress peak near the free edge of the composite 
patch. On the other hand, the nature of the adhesive joint has 
shown its effectiveness in absorbing and transferring the load 
from the damaged area. The adhesive used to bond the repair 
patch and the cracked plate together should also be prepared 
beforehand [28]. Maleki et al. [29] studied the failure of cracked 
aluminium plates repaired by one-sided glass/epoxy composite 
patches under fatigue loading. The acoustic emission technique 
was employed to monitor the effect of damage progression in the 
repair patch. Rivet patch repair involves placing a plate (metal or 
composite) over a damaged area and riveting the patch to the 
plate [30]. Riveting requires creating holes not only in the repair 
plate but also in the damaged structures. However, as composite 
materials are highly brittle, this operation introduces damage. 
Zitoune and Collombet [31] have shown that this damage can 
occur at the entrance, exit and periphery of the hole, creating 
delamination, fibre breakage and matrix degradation.  

In the light of the previously mentioned studies, the novelty of 
our research is in its purely experimental approach to analyse 
tensile tests on damaged and repaired 2024-T3 aluminium plates. 
Employing various repair methods (riveting, bonding and hybrid 
repair) with three distinct types of patches, the study aims to 
compare their performance. It highlights that the presence of a 
patch does not always guarantee a significant improvement in the 
resistance of the damaged plate. Furthermore, it underscores 
specific findings, such as the potential undesirability of hybrid 
repair under certain conditions, and recommends the preferential 
use of a metallic patch in such scenarios. . 

2. MATERIALS AND METHODS 

In the present study, an analysis was conducted on an 
AL2024-T3 plate with a central circular notch. The composite 
patch includes two types: carbon/epoxy and fibreglass/epoxy  
(Fig. 1). 

 
Fig. 1.   Fibreglass and carbon fibre composite patches made under   

vacuum 
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The metal patch is of the same nature as the plate to be re-
paired. The composite materials used in this study were obtained 
from Air Algeria. They are mainly intended for aircraft repair, and 
the choice of the type of matrix and reinforcement is made accord-
ing to the requirements of international aeronautical regulations. 
The composite plates and patches were fabricated from an eight-
ply 300 gsm fabric. Polymer matrix composite materials are in-
creasingly used in aeronautics due to their low mass. All the 

laminates were made up of eight plies (0/90/0/90/0/90/ 

0/90) and had a nominal thickness of 1.86 mm. The fibre vol-
ume fraction was chosen according to ISO 1268-2 standards, with 
the range between 30% and 45%.  

 
Fig. 2. (a) Resin EPOCAST 50-A1. (b) HARDENER 946 

The adhesive consists of a homogeneous mixture of resin 
(EPOCAST 50-A1) and hardener (HARDENER 946 US), which is 
presented as a crosslinking agent (Fig. 2). 

Epocast 50-A1 is a thermosetting resin. This matrix can be 
used for the manufacture or repair of composite structures in 
aeronautics. The product complies with the BMS 8-201 standard 
(Boeing Material Specification). This epoxy resin is of bisphenol 
type A (Fig. 2a) and is combined with a low-reactivity amine hard-
ener (Fig. 2b). These resins pass successively from the liquid 
state to the gel state and then to the solid state. This characteristic 
process of thermosetting resins is called crosslinking. 

3. EXPERIMENTAL STUDY 

In the first part, experimental studies on metal patch repairs 
are presented (Fig. 3).  

 
Fig. 3.   Representation of specimens prepared for tensile tests: (a) With 

metal patch, (b,c) with composite patch 

To assess the repair performance, static tensile tests were 
carried out on intact specimens (without the presence of geomet-
ric defects), then on specimens with a central circular notch (with-
out repair) and finally on specimens repaired with riveted or bond-
ed metal patches (Fig. 3a). In the second part, the damaged plate 
was repaired with a composite patch of the carbon/epoxy type or 
of the glass/epoxy type (Fig. 3b). Subsequently, the effect of an 
initial crack emanating from the notch on the degradation of the 
mechanical properties of the plate was assessed to repair this 
geometric defect. The considered crack has an initial length of 
a = 5 mm, and it was repaired using a bonded/riveted hybrid 
patch.  

4. TEST SAMPLE CHARACTERISATION 

The relevant parameters to consider in the repair process are 
the thickness of the adhesive (ta), length, width and shape of the 
patch. However, due to the difficulty of highlighting these parame-
ters during the study, ta and the rivet diameter are kept constant. 
However, it is possible to remove one of these elements (adhe-
sive or rivet) to assess the separate influence of the adhesive or 
the rivet. 

The dimensions of the patch are fixed during this analysis. 
However, its nature is variable (aluminium patch, carbon/epoxy 
composite patch and glass/epoxy patch) to optimise the compati-
bility of the patch material with the number of rivets required to 
maintain the load transfer efficiency. 

 
Fig. 4.   Schematic representation of a plate repaired with (a) Metal patch 

by adhesive, (b) Composite patch by adhesive, (c) Metal patch 
by rivet/adhesive, (d) Composite patch by rivet/adhesive  
and (e) Plate with crack emanating from notch 
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Fig. 4 shows the geometry of the repaired structure with the 
different natures of the repair patch depending on the bonding or 
hybrid mode (bonding + riveting). It is considered that the plate 
has a central circular hole with a diameter of d = 10 mm (Fig. 4a). 
A crack emanating from a notch is considered in the fixed length 
study (Fig. 4e). The width w of the sample is also considered, 
which is important to assess the influence of the number of rivets 
on the stiffness and strength of a hybrid repair. The length of the 
adherend (the metal plate) is defined as L is shown in Tab. 2. Lc 
is the length of the patch, ta is the adhesive thickness, t is the 
adherend thickness, D is the hole diameter and d is the diameter 
of the fastener head of the fastener inside the hole. 

In practice, to determine the diameter of the rivet (drivet) de-
pending on the thickness of the sheets (Fig. 5), the following 
formula is used: 

drivet =
45𝐻

15+𝐻
 (mm)  

where H represents the thickness of the repaired set [mm]. The 
length of the rivet (l) is defined as shown in Fig. 5. 

The parameters of the samples with the NAS1399 C4-4 type 
rivet in the case of a plate repair with a laminated patch are shown 
in Fig. 5 and in Tab. 1. This type of rivet is used for all the experi-
mental tests, due to the compatibility of its parameters with the 
repair conditions (Fig. 6). 

 
Fig. 5. Countersunk rivet dimensions in patch repair with/without bonding 

Tab. 1. Dimensional parameters of a riveted sample 

 

 
Fig. 6. Arrangement of rivet holes in the patch 

In this work, we used the chain arrangement, in which the riv-
ets are ordered and aligned with a respected spacing of the 
P  value of 16.66 mm (Fig. 6). 
 The pitch (P) of the rivet is defined as the distance between 

the centre of a rivet and the centre of the adjacent rivet in the 
same row (P = 5d). 

 The margin (m) is the distance between the edge of the plate 
and the axis of the rivets of the nearest row (m = P/2). 
However, in the case of bonded repair, the required dimen-

sions of bonded specimens are shown in Fig. 5 and Tab. 3. The 
thickness of the adhesive is kept within 0.234 ± 0.025 mm. 

Tab. 2. Dimensional parameters of a riveted joint 

 

Tab. 3. Dimensional parameters of a bonded joint 

 

5. PREPARING FOR PATCH REPAIR 

 The repair of the circular notch is carried out using an exter-
nal patch (Fig. 7). Three repair modes were addressed, namely 
bonded patch, riveted patch and hybrid patch (Fig. 7). For the 
bonded patch, cleaning of the surface with acetone and the dura-
tion of crosslinking of the adhesive were taken carefully. For the 
hybrid repair, once the adhesive was put on the bonded area, the 
rivets were quickly put in their positions to avoid having hardened 
adhesive in the rivet holes. The crosslinking time was the same 
for both processes. 

 
Fig. 7. Preparing for patch repair 

The main step in preparing a repair using the riveting process 
consists of piercing the materials without damaging it for the 
aluminium and without inducing delamination for the composite.  
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6. DIFFERENT REPAIR CONFIGURATIONS 

The performance of different repairs was analysed in this 
work. For this purpose, the samples used in the different repair 
modes have the same dimensions. For each repair mode (bond-
ed, riveted and hybrid), three types of patches were considered 
(aluminium patch, fibreglass composite patch and carbon fibre 
composite patch) (Fig. 8). The three types of configuration are 
manufactured using the same materials, to obtain the most con-
sistent results from one test to the next. The samples by repair 
type are shown in following Tab. 4 (Fig. 8). The three modes of 
repair are also considered for the specimens with a crack emanat-
ing from the notch. 

 

 
Fig. 8.   Presentation of different configurations of repair. (a) riveted 

mode(b) hybrid mode 

Tab. 4. Configuration of samples for tensile tests 

 

The tensile tests were carried out at Coatings, Materials and 
Environment Laboratory (CMEL) at the University of M’hamed 
Bougara in Boumerdes, Algeria using a ZWITCK Z010 tensile 
machine (Fig. 9). The testing conditions were maintained at a 

temperature 23 ± 3C and a relative humidity of 30 ± 10%, re-
spectively, according to the ASTM D3039 and ASTM D3165 
standards. (Fig. 9). The tensile machine was equipped with a 50 
kN load cell and a crosshead drive system powered by an electric 
motor. The machine was controlled by software, which allowed 
the results of the loads and displacements to be recorded. The 
tests were conducted at a crosshead travel speed of 1 mm/min. A 
25-mm-gauge length extensometer was used to obtain the dis-
placement on the samples. Fig. 9 shows an example of exten-
someter positioning. 

 
Fig. 9. Illustration of the test bench for tensile tests 

It was necessary to carry out three tensile tests for each con-
figuration. The various load–displacement curves obtained were 
processed to have reproducibility to better estimate the behaviour 
of each structure. 
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The main mechanical characteristics of the materials used 
(aluminium plates, composite patch and EPOCAST 50-A1/946 
adhesive) for the numerical model are obtained from tensile tests 
(Fig. 10) and are grouped in Tab. 5. 

 

 

 

 
Fig. 10. Traction curves carried out on (a) EPOCASTO 50 -A1 adhesive, 

(b) aluminium plates, (c) glass/epoxy composite and (d) 
carbon/epoxy composite 

Tab. 5.  Mechanical properties of AL2024-T3, composite and resin 
EPOCASTO 50 -A1 

 

7. RESULTS  

7.1.   Effect on the nature of patches for different repair 
processes 

The plates were subjected to a tensile load, and the load 
transferred by the rivets as well as by the adhesive was estimat-
ed. It is important to note that various factors can influence the 
result, including the bond quality, friction between the components 
(between the rivet head and the composite, and the deformed part 
of the rivet and the rivet shank and the interior of the hole) and the 
interaction between the rivet and the edge of the notch. The pres-
ence of notches in plate components leads to a reduction in their 
strength compared to the unnotched plate. It was found that these 
notches can significantly influence the expansion of damaged 
regions, especially when the rivet holes are located near the free 
edge of the plate. The tensile test results of notched and un-
notched specimens are shown in Fig. 11, which combines the 
load–displacement curves for notched and unnotched specimens. 

 
Fig. 11. Load–displacement curves for notched and unnotched 

specimens 

The presence of a central notch with a radius of 5 mm weak-
ens the material, leading to an approximately 30% reduction in its 
tensile strength. It is worth noting that the tensile curve of the plate 
without a hole comprises two parts. The first part corresponds to 
the elastic phase and exhibits a linear relationship. Subsequently, 
the second segment is nonlinear, displaying an alteration in the 
slope. This section is distinguished by a maximum stress featuring 
a plasticity threshold, succeeded by a phase of plastic flow with a 
very high tensile strength. The extensive plastic domain is a result 
of the material’s ductility. However, the presence of a central 
circular notch reduces the nonlinear portion of the tensile curve.  
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The aluminium test specimen includes a 10-mm-diameter cir-
cular notch at the middle, followed by repairing using a single 
aluminium patch. The patch is riveted to the plate by eight alumin-
ium rivets. Fig. 12 depicts the experimentally measured load 
variation with the applied displacement for a plate repaired with a 
single riveted patch, alongside an unrepaired plate. The advanta-
geous impact of the patch is evident, with the loads at failure for 
the repaired specimens are notably higher than those at the unre-
paired counterparts. A direct comparison with the unrepaired 
structure reveals that single patch repair techniques can enhance 
tensile strength by approximately 6%. On the other hand, for the 
plate with a central notch, the effect of the repair by riveting is 
almost negligible due to the presence of additional rivet holes 
adjacent to the main notch. 

 

 
Fig. 12. Load–displacement plot for a plate with single riveted aluminium 

patch and an unrepaired plate 

Currently, the aeronautical industry is interested in repairing 
structures by bonding external patches. The advantages of this 
method are related to the nature of the adherend, where the edge 
effects resulting from the drilling of the plates in the bolted or 
riveted repair prove to be very harmful to its mechanical strength. 
The predominant technique involves the repair of notched or 
cracked plates by affixing a bonded patch onto the affected re-
gion. In this context, numerous research efforts have been under-
taken since the 1980s to explore the application of patches for the 
restoration of damaged structures. The external bonding patch 
repair technique entails adhesively bonding a damaged plate to 
composite or aluminium patches. 

Fig. 13 depicts the experimentally measured load variation in 
relation to displacement for a plate repaired with a single bonded 
patch, as well as an unrepaired plate. The bonded patch applied 
to the notched plate diminishes stresses at the notch’s edge, 
thereby enhancing the strength of the plate. This disparity arises 
from the transfer of load from the damaged zone to the repair 
patch through the adhesive layer. The maximum difference in 
tensile strength between specimens repaired with a bonded patch 
and unrepaired plates does not exceed 15%. Fig. 14 presents a 
comparison between the different repair techniques such as bond-
ing, riveting and hybrid joining (riveting + bonding). The obtained 
curves are irrespectively of the repair technique used (whether 
bonded or riveted). The behaviour is mostly linear up to failure, 
although a minor slope reduction is visible for the repaired speci-
mens. The findings unequivocally demonstrate that the bonded 
patch yields a more favourable effect compared to the riveted 
patch given the size of the repaired surface. On the other hand, 

repair by the combination of the two processes (bonded + riveted) 
in the repair generates a higher strength of the notched plate by 
approximately 20%. 

 
Fig. 13. Load–displacement plot for of the repaired plate using a bonded 

aluminium patch and unrepaired plate 

 
Fig. 14. Comparison of load–displacement curves for the different repair 

techniques by aluminium patch (riveting, bonding and hybrid 
joining) 

The comparison between load–displacement curves shows 
that the maximum load for the undamaged plate drops considera-
bly if the plate contains a notch (Fig. 15).  

 
Fig. 15.  Maximal load for the different plates (0 denotes  repaired  

by hybrid process, 1 repaired by the bonded  aluminium patch  
and 2  repaired by the riveted patch) 
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Patch repairing using the different techniques results in an in-
crease in the strength of the damaged plate, which depends on 
the type of repair. Repair using the hybrid process produces a 
considerable increase in maximum tensile strength.  

During the tensile test of the notched plates, cracks are initiat-
ed at the level of the central notch, which then propagate towards 
the free edge of the plate, as shown in Fig. 16. A deviation of the 
propagation path of the crack is observed in the case of a hybrid 
repair (specimen 6 in Fig. 16). The rivet holes create additional 
stress concentrations. The hybrid patch absorbs better some of 
the stress concentrations that are localised at the central notch 
compared to other repair techniques. 

 

Fig. 16. Unrepaired and repaired aluminium plates with different 
processes after failure 

The mechanical strength and life of a restored structure are 
markedly contingent on several factors, with particular emphasis 
on the mechanical and geometric attributes of the structure, the 
adhesive properties and the quality of the repair patch employed. 
It is crucial to underscore that the patch stands out as a primary 
component, directly influencing the performance of the repaired 
structure. Numerous studies have been conducted to enhance the 
effectiveness and longevity of composite patch repairs, ultimately 
striving to extend the service life of the restored structure. In this 
context, two types of composite patch are used, namely car-
bon/epoxy and glass/epoxy, aiming to assess the patch influence 
on the repair ability of a plate with notch and subsequent repair by 
composite patches. In this case, the patches are adhesively 
bonded to the plate, riveted or applied by a hybrid process (rivet-
ing + bonding). The results of the tensile tests are shown in Figs 
17 and 18. 

The obtained results show that the glass/epoxy composite 
patch does not have a major effect on the repair performance.  
A reliable improvement in the tensile strength is observed  
in Fig. 17. 

The behaviour of the structure repaired by the glass/epoxy 
composite patch is practically the same as for the structure re-

paired by a metal patch. It is also noted that the improvement in 
the structural strength is low for the two repair methods. On the 
other hand, it is observed in Fig. 18 that the strength of the dam-
aged plate repaired by the composite carbon/epoxy patch has 
slightly improved compared to the previous cases (repair by 
glass/epoxy patch) since the mechanical properties of the car-
bon/epoxy patch and the glass/epoxy patch are quite distinct. 

 
Fig. 17. Load–displacement plot for the plate repaired by the single 

glass/epoxy composite patch 

 
Fig. 18. Load–displacement plot for the plate repaired by the single 

carbon/epoxy composite patch, considering different repair 
processes 

 
Fig. 19. Comparison of the load–displacement curves of a notched plate 

with a drilled plate repaired with different types of patches using 
hybrid bonding/riveting 

0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 5,0
0

10

20

30

40

 

 

L
o

a
d

(K
N

)

Displacement (mm)

 Plate AL2024-T3 with circular 

          notch unrepaired R= 5mm

 Plate AL2024-T3 repaired with single 

          patch Carbon/Epoxy composite  by riveted

 Plate AL2024-T3 repaired with single 

          patch Carbon/Epoxy composite by Hybrid

0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 5,0
0

10

20

30

40

 

 

L
o

a
d

 (
K

N
)

Displacement (mm)

 Plate AL2024-T3 with circular 

          notch unrepaired R= 5mm

 Plate AL2024-T3 repaired with single 

          patch Glass/Epoxy composite  by riveted

 Plate AL2024-T3 repaired with single 

          patch Glass/Epoxy composite by Hybrid

0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0
0

10

20

30

40

 

 

L
o

ad
 (

K
N

)

Displacement (mm)

 Plate AL2024-T3 with circular 

            notch unrepaired R= 5mm

 Plate AL2024-T3 repaired with single 

            patch AL2024T3 by Hybrid

 Plate AL2024-T3 repaired with single 

            patch Carbon/Epoxy composite by Hybrid

 Plate AL2024-T3 repaired with single 

            patch Glass/Epoxy composite by Hybrid



Abdelkrim Merah, Amin Houari, Kouider Madani, Mohamed Belhouari, Salah Amroune, Ahmed Chellil, Cherif Z. Yahia, Raul D.S.G. Campilho        DOI 10.2478/ama-2024-0055 

Experimental Investigation into the Tensile Strength Post-Repair on Damaged Aluminium 2024 -T3 Plates using Hybrid Bonding/Riveting                

522 

Improving the strength of the structure repaired by the hybrid 
repair process (bonding and riveting) has shown effectiveness in 
improving the strength of the structure, even if the nature of the 
repair patch is varied. In plates repaired by the hybrid patch, and 
for all types of patch, the rivets and the adhesive layer together 
increase the structural strength.  

Since the hybrid process (bonding + riveting) offers the best 
performance for increasing the strength of the damaged plate, a 
comparison of this process using different types of repair patch is 
shown in Fig. 19.  

The hybrid repair process (bonding and riveting) was effective 
in improving the strength of the repaired structure, even when the 
nature of the repair patch was varied (Fig. 19).  

 
Fig. 20. Damage to notched plates repaired by different types of patch 

using hybrid repair processes (bonding/riveting) 

 
Fig. 21. Maximal load for different plates (0 denotes repaired by the 

hybrid process, 1 repaired by the bonded aluminium patch  
and 2 repaired by the riveted patch) 

In the hybrid repair, regardless of the nature of the patch, it 
was found that the rivet and adhesive work together to transfer 
loads. This is a very important aspect to consider in the present 
study to achieve the objective of improving the strength of the 
damaged structure. It is preferable to reduce the number of rivets 
or eliminate those in the vicinity of the notch across the half-width 
of the plate. To achieve this, it is important to ensure that the rivet 

and adhesive work together and to look for another more effective 
type of adhesive.  

Damage to plates repaired by the hybrid process (bonding 
and riveting) has the same appearance (Fig. 20): the crack initially 
starts at the notch and propagates along the half-width of the 
plate. Once in the vicinity of the rivet notch, the crack propagates 
slowly until the plate breaks completely.  

The maximum force of the damaged plate in the presence of 
the hybrid process improves considerably and has a slightly high-
er value than that of the damaged plate without repair. Even in the 
presence of a repair patch, the maximum force always remains 
lower than that of the undamaged plate, whatever the nature of 
the patch (Fig. 21). 

7.2. Effect of presence of a crack emanating from a notch 

The presence of a crack of length a = 5 mm emanating from a 
notch (Fig. 22) considerably reduces the tensile strength of the 
plate by up to 50% compared to the continuous plate without 
notch. It was observed that the presence of the crack emanating 
from notch in the plate has a considerable effect on the tensile 
strength. On the other hand, its effect on the stiffness of the plate 
is almost negligible. 

  
Fig. 22. Effect of the presence of a crack on the variation of the load–

displacement diagram 

7.3.   Patch effect in plate repair in the presence of a notch 
crack 

It is widely acknowledged that structures in service are often 
subjected to mechanical stresses, which could cause damage. In 
this case, one alternative to repairing these structures is to pre-
vent them before a crack appears. Currently, new techniques are 
being developed to reduce the crack propagation and conse-
quently increase the service time of structures. The most used 
technique consists of repairing the structure by placing a bonded 
or riveted patch part in the area damaged defined by the notch. 
For this purpose, the plate in the presence of a crack emanating 
from the notch was repaired by the three methods (Fig. 23). 

The presence of a metal repair patch improves the mechani-
cal strength of the damaged plate by increasing its maximum 
tensile force. The value of this force depends on the type of repair. 
The riveted patch only slightly improves the mechanical resistance 
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of the damaged plate given the presence of additional holes. 
However, the patch bonded by the hybrid process further im-
proves the resistance of the plate. 

The presence of a crack emanating from a notch creates a 
strong concentration of stress; in this case, patch repair according 
to the three methods only slightly improves the resistance of the 
plate. The damage plate in the presence of a notch crack is 
shown in Fig. 24, where it can be seen that plate failure rapidly 
occurs in the presence of the crack and that its propagation is 
rapid towards the free edge of the plate, more precisely towards 
the rivet hole located at the mid-width of the plate. 

 
Fig. 23. Load–displacement plot for the plate with a crack emanating from 

notch repaired by aluminium patch with different repair 
processes 

 

Fig. 24. Damage to the notched plates repaired by an aluminium patch 
using hybrid repair processes (bonding/riveting) 

The maximum strength of the plate with repair varies accord-
ing to the type of repair (riveting, bonding and hybrid) (Fig. 25). 
The presence of a riveted patch in a plate in the presence of a 
crack emanating from a notch does not improve the mechanical 
strength of the plate since the rivet hole is in the vicinity of the 
crack and the width of the plate will be reduced. However, the 
presence of a bonded patch slightly improves the value of the 
plate’s strength, while the presence of a hybrid repair further 
improves the strength of the damaged plate and presents the 
highest load. 

An attempt was made to determine the effect of the patch type 
in increasing the strength of the damaged plate in the presence of 
a notch crack using the hybrid repair process (bonding + riveting) 
since this is the most effective process compared with the other 
two tested ones (bonding and riveting) (Fig. 26).  

It is clear that the aluminium patch performs better than the 
other two patch types (glass/epoxy and carbon/epoxy). This is 
because the presence of rivet holes creates defects in the compo-
site patches (possible delamination) and stress absorption is not 
effective.  

Plate damage in the presence of a notch crack is shown in 
Fig. 27, where it can be seen that plate failure occurs rapidly in 
the presence of the crack and that its propagation is rapid towards 
the free edge of the plate, more precisely towards the rivet hole 
located at the mid-width of the plate, regardless of the nature of 
the patch. 

 
Fig. 25. Maximal load for the different plates (0 denotes repaired by the 

hybrid process, 1 repaired by the bonded aluminium patch and 2 
repaired by the riveted patch) in the presence of a crack 
emanating from a notch 

 
Fig. 26. Comparison of the load–displacement curves of the plate in the 

presence of crack emanating from a notch and repaired with 
different types of patches using hybrid bonding/riveting 

 
Fig. 27. Damage to the notched and cracked plates repaired by different 

types of patches using hybrid repair processes (bonding/riveting) 

The strength of the plate repaired by the hybrid process (rivet-
ing + bonding) varies according to the type of the repair patch 
(aluminium, glass/epoxide and carbon/epoxide) (Fig. 28). The 
presence of a glass/epoxide repair patch in a plate with a crack 
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emanating from a notch only slightly improves the mechanical 
strength of the plate. However, the presence of an aluminium 
patch improves the strength further. 

 
Fig. 28. Maximal load for different plates (0 denotes repaired by an 

aluminium patch, 1 repaired by bonded carbon/epoxide  
and 2 repaired by glass/epoxide) in the presence of a crack 
emanating from a notch repaired by hybrid repair 

8. CONCLUSION 

This work focused on the influence of different types of repair 
(bonding, riveting and hybrid) using patches of different natures 
(aluminium, glass/epoxide and carbon/epoxide) on a damaged 
aluminium plate subjected to tensile loading. In conclusion, im-
proving the strength of the plate must take into account both the 
nature of the patch and the adhesive. In the riveting or hybrid 
repair process, the arrangement and number of rivets must also 
be analysed in detail. 

It was found that the composite patch only slightly absorbs the 
stress concentration of the damaged area once it is pierced and 
that the presence of rivet holes in the composite leads to further 
damage because of the possible creation of delamination of the 
different layers. 

 The aluminium patch works best in the presence of a hybrid 
repair. 

 The presence of a crack at the notch considerably reduces the 
strength of the plate, and in the presence of a repair, the 
strength of the plate improves only slightly as the crack prop-
agates rapidly towards the rivet hole.  
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Abstract: The first part of this work is a brief (application-oriented) review of the different classes of multiphase flow models. The review 
starts with the most generic approaches and descends to the class of Homogeneous Relaxation Models (HRM) of two-phase flow.  
Subsequently, this work presents a detailed review of the developed relaxation equations describing nonequilibrium mass transfer in two-
phase flows. Some of the reviewed equations (in particular, the closure equations of HRMs) have quite simple mathematical structures  
but there are indications that they should be, in a specific way, more complex. Consequently, the main aim of this article is to bring  
attention to this problem and expose its nature and practical importance. The analyses conducted in this study reveal that relaxation  
closure equations formulated as advection equations may disrupt the phase space structure of the model, whereas equations formulated 
as phasic mass conservation do not pose such an issue. This distinction arises from the presence of a greater number of gradients  
in the conservation equations (a minimum of two, compared to potentially just one in an advection equation), rendering the conservation 
equations mathematically more complex. 

Key words: nonequilibrium mass transfer, relaxation equation, Homogeneous Relaxation Model, Delayed Equilibrium Model

1. INTRODUCTION 

Over the past few decades, significant strides have been 
made in advancing the mathematical and numerical modelling of 
phase transition flows. These advancements have substantially 
enhanced our ability to describe intricate phenomena, particularly 
nonequilibrium processes occurring within and between flowing 
phases. A prevalent method for characterizing nonequilibrium 
involves treating it as a superposition of distinct disequilibrium 
processes [1]. These processes are incorporated into the model 
as relaxation terms within the mass, momentum, and energy 
conservation laws or via dedicated closure relaxation equations. 

Each type of a multi-phase flow is a flow of separate fluids. 
There always are interfaces (or an interface) that distinguish one 
phase (fluid) from another [2]. Consequently, every multi-phase 
flow can be modelled using the Navier-Stokes equations providing 
that the boundary conditions for each of the phases and at the 
moving interfaces are specified (direct simulation) [3]. The compu-
tational cost of such an approach is enormous, and accounting for 
the nonequilibrium processes is problematic. Besides, practically 
important is the number and the surface area of these interfaces 
in the considered element of the flowing fluid. Taking the ratio of 
the mentioned quantities into consideration allows us to make 
appropriate simplifications concerning boundary conditions, fluid 
and flow variable averaging procedures and finally, the type and 
number of governing equations. Implementation of those simplifi-
cations in a mathematical form gives a flow model specialized for 
a given two-phase flow structure or range of structures. In this 
way a variety of specialized models were developed. One of the 

most generic of them is the two-fluid model in which a system of 
conservation equations for mass, momentum, and energy is 
solved for each phase/fluid [3]. As a consequence of the space 
and/or time averaging of the phases' properties, the detailed 
structure of the interphase is lost. However, this six-equation 
model can account for the difference in pressures, temperatures, 
and velocities of the phases [4]. Moreover, source terms or clo-
sure equations describing interphase mass, momentum, and 
energy transfer can account for the nonequilibrium effects [4]. 

The other broad application range model is a seven-equation 
two-phase flow model of Baer and Nunziato (BN) [5] that can 
account for velocity, pressure, and temperature disequilibrium 
between the phases. Originally, the BN model was developed to 
describe a deflagration-to-detonation transition in granular explo-
sive materials (thus, it is a two-phase solid-gas flow model). How-
ever, after certain modifications, it turned out to be capable of 
describing multiphase flows with ongoing phase transitions ac-
companied by various non-equilibrium effects [6].  

The following multiphase and multidimensional version of the 
BN model is possibly the most generic:   

𝜕(𝛼𝑘𝜌𝑘)

𝜕𝑡
+ ∇(𝛼𝑘𝜌𝑘𝑢𝑘) = 𝐶𝑘, (1) 

∂(α𝑘ρ𝑘𝑢𝑘)

∂𝑡
+ ∇(α𝑘ρ𝑘𝑢𝑘 ⊗ 𝑢𝑘 + α𝑘𝑝𝑘𝐼 − α𝑘𝜏𝑘) = 𝑝𝑘∗∇α𝑘 +

𝑀𝑘 − 𝜏 𝐼∇α𝑘 + 𝛼𝑘𝜌𝑘g𝑘 , (2) 

𝜕(𝛼𝑘𝜌𝑘𝐸𝑘)

𝜕𝑡
+ ∇[𝛼𝑘(𝜌𝑘𝐸𝑘 + 𝑝𝑘)𝑢𝑘 − 𝑢𝑘𝛼𝑘𝜏𝑘] =

𝑢𝐼𝑝𝑘∗∇α𝑘 − 𝑝𝐼𝐹𝑘 + 𝜖𝑘 − 𝑢𝐼(𝜏 𝐼∇𝛼𝑘) + 𝑞𝑘 + 𝐽𝑘 +

𝛼𝑘𝜌𝑘(𝑢𝑘g𝑘), (3) 
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𝜕𝜌𝑘

𝜕𝑡
+ ∇(𝜌𝑘𝑢𝑘) = −

𝜌𝑘

𝛼𝑘
𝐹𝑘, (4) 

where: α - the volume fraction, ϵ - the interphase energy transfer 
rate per infinitesimal volume (piv) [W/m3], ρ - the density [kg/m3], 

C – the interphase mass transfer rate piv [kg/(s m3)], E - the 
specific total energy [J/kg] (the potential energy is commonly 
neglected), F - the compaction rate (mimics the effects of micro-

structural forces) [1/s] [7], g - the acceleration vector caused by 

the net external body force [m/s2], J - the external heat transfer 
rate piv [W/m3], M – vector of the interphase momentum transfer 

rate piv [N/m3], p - the pressure [Pa], q – the conduction heat 

transfer rate piv [W/m3], t – time [s], u = [ux, uy, uz]
T

 - the 

velocity vector [m/s], τ- the viscous stress tensor (frequently 

calculated by the Newtonian approximation [4]) [Pa], I- the identity 

tensor, k - subscript indicating the phase (k = 1, … , n), k* - 
subscript indicating the conjugate phase of the phase k [6], n - 

number of phases, I – subscript denoting interface quantity. 
The blue terms in Eq. (1-4) are viscosity, heat conduction, and 

external energy source terms, respectively, recently added to the 
BN model by Zhang et al. [6]. However, the interphase mass 

transfer Ck was omitted in [6], consequently, the model can accu-
rately describe flows without interphase mass exchange. 

In the presented model formulation (Eq. 1-4) this limitation 
was removed (by addition of the first green term).  Also, the terms 
for including external body forces effects (two last green terms) 
were added. 

The presented partial differential equations express the con-
servation of mass (Eq. 1), momentum (Eq. 2), and energy (Eq. 3) 

and they must be formulated for each of n phases, while the 
compaction dynamics equation (Eq. 4) is required only for (n −
1) phases [7]. 

Taking n = 2 and replacing the green and blue terms with ze-
ros yields the multidimensional version of the original (seven-
equations) BN model [7] wherein for k=1, k*=2 (or for k=2, k*=1), 
moreover: 

𝐶2 = −𝐶1,    𝜖2 = −𝜖1,    𝑀2 = −𝑀1,   𝐹2 = −𝐹1.   (5) 

Let us further assume that the mixture is a vapor-liquid system 
and admit k=1 for the vapor and k=2 for the liquid, and introduce 
𝐶 = 𝐶1 = |𝐶2|, and  𝐹 = 𝐹1 = |𝐹2|, then the previously de-
scribed compaction rate and the source terms can be expressed 
as follows [8]: 

𝐹 = 𝑟𝑝(𝑝2 − 𝑝1), (6) 

𝑀 = 𝐶𝑢1 + 𝑟𝑢(𝑢1 − 𝑢2), (7) 

𝜖 = 𝐶 (𝑒2 +
1

2
𝑢2

2) + 𝑟𝑢𝑢2(𝑢1 − 𝑢2)

+𝑟𝑇(𝑇1 − 𝑇2),

  (8) 

where: T denotes absolute temperature [K] and e stends for 
specific internal energy [J/kg].  More on the physical meaning of 
those source terms can be found in [8]. For the purpose of this 
work, it is only important to understand that those source terms 
characterize phase interactions and that some of their compo-
nents (relaxation terms) decide how fast the difference in a given 
phasic variable decreases (relaxes) with time. In this meaning, 

one can say that the drag source ru(u1 − u2) present in the 
momentum (Eq. 2) and energy (Eq. 3) equations, equilibrates 

velocities. The heat transfer term rT(T1 − T2) in the energy 
equations (Eq. 3) equilibrates temperatures. Finally, the whole 
compaction dynamics equation (Eq. 4, with the relaxation term F)  

is a relaxation law that drives the phases toward pressure equilib-
rium. 

The relaxation rates rp, ru, rT are all positive and the higher 

they are the faster a given variable equilibrates. 
In contrast to the two-fluid model (dedicated mainly to fully 

separated flows), BN-type models assume that the flowing mixture 
is homogeneous enough to be treated as a continuum with phe-
nomenologically appropriate parameters such as density, velocity, 
temperature, or sound speed. 

1.1. Hierarchy of the BN-type relaxation models 

A narrower-scope model can be derived from BN model  
(Eq. 1-4) by introducing infinite-rate relaxation for a selected 
property. In such a way a hierarchy of relaxation models can be 
established [9]. 

Applying an infinite relaxation rate of velocity reduces the 
model to the six-equation single-velocity model [9] that can ac-
count for pressure, temperature, and chemical potential disequilib-
rium between the phases. Thus, the resulting model is simpler 
(easier to be solved [9]) but unable to fully describe a possible 
mechanical disequilibrium in the flow (both phases still could have 
different pressures but must have the same velocity). This kind of 
model can accurately describe cavitating, flashing and condensing 
flows providing that one of the phases is quite uniformly distribut-
ed in the other phases (homogeneous flow). Moreover, it can be 
used for modelling of the interfacial flows as the same type equa-
tions apply to the direct numerical simulation of boiling flows at 
sub-bubble scale. 

Subsequently, assuming instantaneous pressure relaxation 
the five-equation mechanical equilibrium model (single-velocity 
and single-pressure) is obtained [9]. The formulation of a such 
model was done by Kapila et al. (2001) [8] and then it was adjust-
ed for cavitating flows by Saurel et al. (2008) [10] and Le Martelot 
et al. (2013) [11]. This class of models accurately describes flash-
ing and condensing homogeneous flows. It can be used for pre-
dicting the cavitating flows in cases when the pressure difference 
between phases does not play a significant role [11]. 

In the limit of instantaneous mechanical and thermal relaxa-
tion we obtain a four-equation, single-velocity, single-pressure, 
and single-temperature two-phase flow model.  

The first of such models relayed on the relaxation of the 
chemical potential [12]. The later model proposed simultaneous 
relaxation of three different fluid properties (including the Gibbs 
free energy) [13]. However, in the subsequent models [14], the 
interphase mass transfer is driven by a difference in only the 
Gibbs free energy of the phases. In [15], a fast solver for such 
models is proposed. 

Considering the equality of pressures and temperatures of the 
phases, a non-zero difference in Gibbs free energy is possible 
due to the application of the van der Waals Equation of State 
(EOS) for each phase [16]. However, a physically consistent EOS 
leads to the same Gibbs free energy for vapor and liquid at the 
same temperature and pressure. In turn, an assumption that both 
phases are in metastable states introduces inequality of at least 
one of the mentioned intensive properties. For those reasons, this 
class of models can be treated as physically inconsistent. 

Finally, in the limit of full instantaneous thermodynamic equi-
librium, the three-equation Homogeneous Equilibrium Model 
(HEM) [17] is obtained. The HEM can accurately describe homo-
geneous two-phase flows without strong pressure changes and 
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rater with subsonic velocities as it does not account for any of the 
nonequilibrium effects, and it underestimates the sound speed for 
flows characterized by low vapor mass fraction. 

There is a four-equation (single-velocity, single-pressure) two-
phase flow model that is often treated as a BN-type model how-
ever it cannot be obtained as the above-mentioned models. It is a 
Homogeneous Relaxation Model (HRM) [18] in which the inter-
phase mass transfer is driven by a thermal disequilibrium between 
the metastable liquid and the saturated vapor. An evolution of 
vapor mass fraction in the HRM is described by a rate equation 
[19]. Introducing of a third phase into the HRM leads to the De-
layed Equilibrium Model (DEM). This additional phase is a satu-

rated liquid that has the same pressure p as the remaining phas-

es and the same temperature as the saturated vapour Tsat(p). 
The temperature of the metastable liquid T is higher than the 
temperature of the saturated phases. 

1.2. General remarks and historical background on 
modelling of the relaxation phenomenon in fluids 

Relaxation is a process of return of a disturbed system to 
equilibrium. Relaxation time θ characterizes the speed of the 
return. If the state of the system is characterized by the property 

ψ, then its relaxation changes are described as follows [20]: 

𝐷𝜓

𝐷𝑡
=

𝜕𝜓

𝜕𝑡
+ 𝑢∇𝜓 = −

𝜓−𝜓𝑒𝑞

𝜃
,  (9) 

where ψeq is the value of the property ψ at equilibrium. The 

physical sense of the relaxation time θ is such that after it has 
elapsed the deviation from the equilibrium state (ψ − ψeq) de-

creases e times (e - the base of the natural logarithm). 
The idea of relaxation time has been successfully used al-

ready by Einstein (1920) [21], to analyse sound propagation in 
partially dissociated gases, and Mandelshtam and Leontovich 
(1937) [22], in the analysis of sound absorption in liquids. Never-
theless, probably the first application in the field of two-phase 
flows is attributed to Bauer (1976) [23], who replaced ψ in Eq. (9) 

with the vapour mass fraction x to describe nonequilibrium mass 
transfer between phases of a gas-liquid mixture. Then, the con-
cept presented by Eq. (9) was adopted in the seven-equation two-
phase flow model of Baer and Nunziato (1986) [5]. However, it 
was not until 1990 that Bilicki et al. [18] analysed this equation in 
the background of the linear theory of irreversible processes 
(stating that it is fully consistent with the mentioned theory). They 
also showed that the theoretical expression for the relaxation time 
depends on the second-order derivative of specific Helmholtz free 

energy a. This suggests that in the concerned modification of Eq. 
(9), implicitly, apart from ∇x, a second gradient ∇a is involved. 
Also, the same article shows how to attach the concerned relaxa-
tion equation to the system of the conservation equations (of 
mass, momentum and energy) to formulate the HRM. Subse-
quently, the authors described the difference between the HEM 
and HRM, focusing on a study of dispersion, characteristics, 
choking, and shock waves. However, no closure equation for the 

relaxation time θ was proposed; instead, several constant values 
for this parameter were assumed in the calculations. 

2. REVIEW OF NONEQUILIBRIUM MASS TRANSFER 
RELAXATION MODELLING FOR TWO-PHASE FLOWS 

This review is supposed to present selected available litera-
ture approaches that, according to the author’s knowledge, cover 
all developed consistent modelling techniques. 

To make this review more useful, it was decided to provide the 
numbers of equations and tables that describe the presented 
equations in the Original Article (OA). Those numbers are given in 
angle brackets. 

The equations, that can be found in the OA, generally differ 
visually from the presented versions since they have been trans-
formed to match the form given by Eq. (11) or Eq. (12), and the 
nomenclature of this work. 

2.1. Simple thermodynamic relations 

Only equations with one relaxation source term are classified 
into this category. These relations are most often encountered in 
BN-type models in the form of the phasic mass conservation 
equation (Eq. 1). Otherwise, they have the form of an advection 
equation: 
 

𝜕ℶ𝑘

𝜕𝑡
+ 𝑢𝑘∇ℶ𝑘 = 𝐾𝑘 , (10) 

 

where ℶ𝑘 , in the case of the two-phase flow, is the volume frac-

tion α, the vapour mass fraction 𝑥 or the mass fraction of the 

saturated phases 𝑦 (the saturation index). In all these cases: 
 

𝐾𝑘 = 𝑟(𝜓𝑘 − 𝜓𝑘∗), (11) 
 

or 

 

𝐾𝑘 = 𝑟(𝜓𝑘 − 𝜓𝑒𝑞), (12) 
 

where ψk denotes a thermodynamic property of the k phase, 

ψeq denotes a value of that property at equilibrium (for ψk =

y,  ψeq = yeq = 1), and r is a relaxation rate. The relaxation 

rate is inversely proportional to the relaxation time θ of the con-

sidered thermodynamic property ψ. 
The above description is a generalisation (of the various ap-

proaches found in the literature – Tab.1 and Tab. 2) made to 
emphasise the fundamental concept: the difference of a certain 
property between phases (or its value at the equilibrium state) is 
the driving force of the mass exchange process. However, it has 
the following limitations: It can only be used for properties that, at 
equilibrium, have the same value in all phases. Eq. (11) has no 
physical meaning for properties describing mixture composition 
(such as the volume fraction and the mass fraction). 

A drawback of the considered approaches is predicting zero 

interphase mass transfer when ψk = ψk∗ ≠ ψeq (or, in other 

words, when ψk = ψk∗ and r ≠ ±∞). Thus, the model formula-
tion in which such a situation is possible (e.g., a model with con-
stant r) cannot describe the equilibrium mass transfer. 
      Tab. 1 summarises the approaches described by Eqs. (10 – 
12). Tab. 2 is a synopsis of the approaches described by Eqs. 
(1,11,12) for which C = K. The last column of each of these 
tables shows the reference index of the article from which the 
given equation comes (Original Article Index, OAI). This column 
also exhibits the fluid type for which the equation was developed. 
If the fluid is not specified, the equation is supposed to hold for 
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every fluid. Some approaches presented in Tab. 2 are based on 
the conservation equation of the phasic mass (Eq. 1) in which the 
left-hand side uses x instead of α. In this case, (x) is added just 
after the model type description. 

Tab. 1.  Review of the selected simple thermodynamic relations for 
nonequilibrium mass transfer modelling with a form given  
by Eq. (10). Denotations and remarks: T - in the description  
of the model type, indicates that the model is transient; a lack  
of T implies a steady-state flow model, SI - the specific exchange 

surface; c- the acoustic speed; φ = [psat(T) − p][pc −
psat(T)]−1; psat(T) – the saturation pressure at a temperature 
of  the metastable liquid T; pc – the fluid's critical pressure;  

A, P  – the flow channel cross-section area and its perimeter, 

respectively; (2y − y2)eq = 1; uL0 - the liquid superficial 

velocity; ε = 75.28(Adiv − Aconv)(Aref − Aconv)−1; 
Adiv, Aconv – the convergence and divergence rates of the 

converging-diverging nozzle, respectively; Aref – referential 

nozzle divergence rate 

 

Form of 𝑲 

_____ 
Model type 

 

ℶ, 𝝍 

 

Relaxation rate 𝒓 

OAI 
_____ 
Fluid 

 

Eq. (11) 
< Eq. 3.1a 

> 
_____ 

3D T BN 

 

α, p 

𝑆𝐼

𝑐1𝜌1 + 𝑐2𝜌2
 

 
< Eq. 3.1h > 

 

[10] 

Eq. (11) 
< Eq. 6a / 
Eq. 1a > 
_____ 

3D T BN 

 

α, p 

 

Constant / Unspecified 
 

< Eq. 2a >  /    --- 

 

[9/11] 

 

Eq. (11) 
< Eq. 1a > 

_____ 
3D T BN 

 

α, 𝜌𝑐2 

∇𝑢

𝜌1𝑐1
2α1

−1 + 𝜌2𝑐2
2α2

−1 
 

 
< Eq. 1a > 

 

[11] 

Eq. (12). 
< Eq. 3 > 

_____ 
1D T HRM 

𝑥, 𝑥 
[3.84 ∙ 10−7 ∙ α1

−0.5
𝜑−1.8]

−1
 

 
< Eq. 11 > 

[19] 
____ 

H2O 

Eq. (12) 
< Eq. 4 > 

_____ 
1D T HRM 

𝑥, 𝑥 
[2.14 ∙ 10−7 ∙ α1

−0.5
𝜑−1.8]

−1
 

 

< Eq. 21 > 

[24] 
____ 

CO2 

Eq. (12) 
< Eq. 9 > 

_____ 
3D HRM 

𝑥, 𝑥 
[𝜃(𝑝) ∙ α1

𝑎(𝑝)𝜑𝑏(𝑝)]
−1

 

 
< Eq. 12, Tab. 3 > 

[25] 
____ 
CO2 

Eq. (12) 
< Eq. 25 > 

_____ 
1D DEM 

𝑦, 𝑦 

−0.02
𝑃

𝐴
𝜑0.25 

 

< Eq.  25 > 

[26] 
____ 

H2O 

Eq. (12) 
< Eq. 8 > 

_____ 
1D DEM 

 

𝑦,  
2𝑦
− 𝑦2 

−0.01
𝑃

𝐴
(

|𝑢|

|𝑢𝐿0|
)

0.1

𝜑0.25 

 

< Eq.  8 > 

[27] 
____ 

H2O 

Eq. (12) 
< Eq. 59, 
Eq. 60 >  
_____ 

1D T DEM 

𝑦, 𝑦 
−(0.0084

𝑃

𝐴
+ 0.6337)𝜑0.228 

< Eq. 59, Eq. 60 > 

[28] 
____ 

H2O 

Eq. (12) 
< Eq. 24, 
Eq. 25 > 
_____ 

1D DEM 

𝑦, 𝑦 

−(38 + 1.3 ∙ 10−39𝑒𝜀)𝜑−0.22 

 
< Eq. 24, Eq. 25 > 

[29] 
____ 

CO2 

Eq. (12) 
< Eq. 2 > 

_____ 
1D DEM 

𝑦, 𝑦 

−(0.1086
𝑃

𝐴
+ 0.5958)𝜑0.228 

 

< Eq. 2, Tab. 8 > 

[30] 

____ 

C2H2F

4 

Tab. 2.  Review of the selected simple thermodynamic relations for 
nonequilibrium mass transfer modelling with a form given  
by Eq. (1). Denotations and remarks: μ – the chemical potential;  

g – the specific Gibbs free energy; h - the specific enthalpy;  

ML – subscript denoting the metastable liquid; SL - subscript 
denoting the saturated vapor; SL – subscript denoting the 
saturated liquid;  (hMLhSG)eq = hSLhSG; ϰ - isentropic 

exponent of the vapor 

Form of 𝐶 
_____ 

Model type 
𝜓 

 

Relaxation rate 𝑟 

OAI 
_____ 
Fluid 

Eq. (11) 
< Eq. 3.1.1 / 

Eq. 1b > 
_____ 

1D/3D T BN 

𝜇 

 

Constant / Unspecified 
 

< Eq. 2c>  /    --- 

[9/12] 

Eq. (11) 
< Eq. 3, Eq. 

47a /  
Eq. 3.1 > 

_____ 
1D,3D T BN 

(x) 

𝑔 

𝜌 𝑟𝑔(𝑆𝐼 , 𝑝, 𝑇) 

 
< Eq. 3, Eq. 47a / Eq. 3.1 > 

[14/15] 

Eq. (12) 
< Eq. 4a, Eq. 

14 > 
_____ 

1D T HRM (x) 

ℎ𝑀𝐿ℎ𝑆𝐺 

𝜌2(𝑥 − 𝑥2)(𝜘 − 1)

𝜘 𝑝 (ℎ𝑆𝐿−ℎ𝑆𝐺) 𝜃
 

 
< Eq. 4a, Eq. 14 > 

[31] 
____ 

H2O 

Eq. (12) 
< Eq. 6 > 

_____ 
1D  HRM (x) 

𝑥 

𝜌

2.15 ∙ 10−7 ∙ α1
−0.54

𝜑−1.76
 

 
< Eq. 10 > 

[32] 
____ 

CO2 

2.2. Empirical phenomenological relations 

All equations described by the fourth and next rows of Tab. 1 
and the equations from the two last rows of Tab. 2 can be 
classified as empirical phenomenological relations since their 
relaxation rates have been developed for specific fluids by 
adjusting the presented equations' constants so that the modelling 
would result with possibly best approximation of the experimental 
data. 

2.3. More advanced thermodynamic approaches  

This category gathers equations based on the idea presented 
in the previous section that have more than one relaxation source 
term. Additionally, approaches using more than one equation 
(from the set of all equations constituting the model) to describe 
non-equilibrium mass transport are also presented here. A 
notation that in each relaxation term, the difference in the property 
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that is relaxed stands in the square brackets was used. Therefore, 
everything outside of these brackets, in a given relaxation term, is 
the relaxation rate of the considered property.  

In [17], <Eq. 3.1.1>, an approach based on a 1D version of 
Eq. (1) is presented. In this equation the right-hand side is given in 
the following form <Eq. 3.1.8b>: 

𝐶 = 𝑟[𝑠1 − 𝑠2] + 𝑟 [
ℎ2

𝑇2
−

ℎ1

𝑇1
] + 𝑟 [

𝐿

𝑇1
−

𝐿

𝑇2
],             (13) 

where 𝑠 is the specific entropy, and 𝐿 = ℎ𝑆𝐺 − ℎ𝑆𝐿 is the specif-
ic latent heat. In this approach, there are three relaxation source 

terms that have a common relaxation rate 𝑟 being a positive 
constant. 

Another 1D equation is proposed in [33] in the following form 
<Eq. 43c>: 

𝜕𝜌2

𝜕𝑡
+

𝜕(𝜌2𝑢)

𝜕𝑥
= 𝑟[𝑓(𝜌2) − 𝑓(𝜌1)] + 𝑟𝜇(𝜌2)[𝜌1 − 𝜌2], (14) 

 

where f is the Helmholtz free energy per unit volume. The relaxa-
tion rate in the first relaxation source term is r = γ−1(ρ −
ρ1)(ρ − ρ2), while for the second relaxation source term it is 

rμ(ρ2). Finally, γ is a relaxation parameter that determines the 
rate at which the chemical potentials and pressures of the two 
phases reach equilibrium. 

The approach presented in [13], among the five model equa-
tions, contains three equations responsible for non-equilibrium 
mass transfer modelling. The first of them <Eq. 1a > has a form of 

the volume fraction advection equation (Eq. 10, ℶ = α). Thus, it is 
necessary to present only its right-hand side: 

𝐾 = ∇𝒖𝜔[𝜌2𝑐2
2 − 𝜌1𝑐1

2] + 𝜌𝑣 (
𝑐2

2

𝛼2
+

𝑐1
2

𝛼1
) 𝜔[𝑔2 − 𝑔1] +

𝐻 (
Г2

𝛼2
+

Г1

𝛼1
) 𝜔[𝑇2 − 𝑇1],            (15) 

where 𝜔 = (𝜌1𝑐1
2α1

−1 + 𝜌2𝑐2
2α2

−1)−1, 𝑣 and 𝐻 are relaxa-
tion coefficients, Г is the Grüneisen coefficient.  
The second and third equations <Eq. 1b, Eq. 1c> are the phasic 
mass conservation equation (Eq. 1). Thus, it is necessary to 
present only their right-hand sides: 

𝐶 = ±𝜌𝑣[𝑔2 − 𝑔1] .          (16) 

Another approach using three equations (out of the six model 
equations) for non-equilibrium mass transfer modelling is present-
ed in [34] and extended in [35]. The first equation is the volume 
fraction advection equation <Eq. 63a>, whose right-hand side 
reads: 

𝐾 = 𝜁𝑝[𝑝1 − 𝑝2] +
𝜁𝑇ℏ𝐴int 

𝑉
[𝑇1 − 𝑇2] −

𝜁𝐺𝐴int 

𝑉
[𝑔1 − 𝑔2],  (17) 

where ℏ is the heat transfer coefficient, Aint  is the interface area 
(the area of the interphase heat transfer), V is the volume of the 

considered mixture element, ζp, ζT, ζG are relaxation coefficients. 

The second and third equations <Eq. 63b, Eq. 63c> are the pha-
sic mass conservation equation. Thus, it is necessary to present 
only their right-hand sides: 

𝐶 = ±
𝐴int 

𝑉
[𝑔1 − 𝑔2].          (18) 

It is worth noting that Eqs. (15-18) contain relaxation terms 
based on the difference between phasic specific Gibbs free ener-
gy. 

2.4. Relations based on the statistical phase change 
analysis 

The fundamental works in this domain determine the net rate 
of molecular interfacial transport j that can be a basis for the 

calculation of the interphase mass transfer rate C. However, 

translating the equations for j, into those describing C, would 
significantly complicate them and impede recognition of the re-
laxed properties and the relaxation rates. Thus, it was decided to 
avoid that and to introduce only the nomenclature corrections. 

In each equation (presented in this and the next section), the 
difference in the property that is relaxed is enclosed in curly 
brackets. Therefore, everything outside these brackets is the 
relaxation rate of the considered property. 

The net rate of molecular Interfacial transport of gas into the 
liquid phase is derived in [36], <Eq. 33>, in the following form: 
 

𝑗 = −
2 𝐴𝑠

𝐶𝑒𝑞

𝑝1′

√2𝜋𝓂1𝑘𝑇2
{𝐶 − 𝐶𝑒𝑞},              (19) 

 

where As is the fraction of the area available for absorbing gas 

molecules when the liquid is in equilibrium with the gas, p1′ is the 

partial pressure of the gas above the liquid, 𝓂1 is the molar mass 
of the absorbed gas, k is the Boltzmann constant, C is the con-
centration of the gas in the liquid (number of the molecules per 
unit volume). 

In [37] net rate of molecular interfacial transport <Eq. 57> is 
described as dependent on difference in phasic chemical poten-
tials: 
 

𝑗 =
2К

𝑘𝑇
{𝜇1 − 𝜇2},           (20) 

 

where К is the equilibrium molecular exchange rate between 
phases, T is the two-phase mixture temperature. 

Quite complex relation for net rate of molecular interfacial 
transport  is presented  in [38], <Eq. 42, Eq. 45>: 

 

𝑗 =
𝜂 𝑝𝑠𝑎𝑡(𝑇2)

√2𝜋𝓂𝑘𝑇2
〈𝑒𝑥𝑝 [

𝜇2

𝑇2
−

𝜇1

𝑇1
+ ℎ1 (

1

𝑇1
−

1

𝑇2
)] − 𝑒𝑥𝑝 [−

𝜇2

𝑇2
+

𝜇1

𝑇1
− ℎ1 (

1

𝑇1
−

1

𝑇2
)]〉,          (21) 

 

where 𝜂 = exp (
1

𝜌2𝑘𝑇2
[𝑝

𝑒𝑞
− 𝑝

𝑠𝑎𝑡
(𝑇2)]), 𝓂 is the molar mass.    

However, it can be recognize as a relaxation equation only when 
transformed to the following form: 
 

 𝑗 =
𝜂 𝑝𝑠𝑎𝑡(𝑇2)

√2𝜋𝓂𝑘𝑇2

1

ῥ
{ῥ2−1},           (22) 

 

where 
 

 ῥ = 𝑒𝑥𝑝 [
𝜇2

𝑇2
−

𝜇1

𝑇1
+ ℎ1 (

1

𝑇1
−

1

𝑇2
)]. 

 

In [39] an analysis of evaporation through the classical kinetic 
theory was conducted. The authors  developed  relation that 
reads:  

 

𝑗 =
σ

1−0.5σ
(2𝜋𝓂𝑘𝑇2)−0.5 {

𝑝𝑠𝑎𝑡(𝑇2)

√𝑇2
−

𝑝1

√𝑇1
},        (23) 

 

where σ  is an empirical coefficient called the condensation coef-
ficient. 
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2.5. Relations based on the nucleation theories and/or the 
kinetic theory of phase change 

The equations presented here can also be included in the 
previous section because the kinetic theory of phase change and 
nucleation theories are closely related to the statistical phase 
change analysis. However, the rule here is that if the OA specifies 

the interphase mass transfer rate C instead of the net rate of 
molecular interfacial transport j, it qualifies for this section. 

Of course, many equations for C derived within the theories 
considered here are not relaxation equations. Unfortunately, 
despite that some of them are used in the relaxation models. For 
example, in [40], an equation describing the evolution of the satu-

ration index y, which does not have the features of a relaxation 
equation was introduced into the DEM. Consequently, the ob-
tained model is not a relaxation model. 

In [41], <Eq. 10>, an approach based on the steady-state ver-
sion of Eq. (1) is presented (however, α is replaced by x). In this 
equation, the right-hand side is given in the following form, <Eq. 
12>: 

 

𝐶 = 𝑅𝑏𝑜𝑖𝑙 = ± [
�̂�

2−�̂�
] (

𝓂′

2𝜋𝐺𝑐𝑇sat 
)

1/2
{𝑝 − 𝑝sat },       (24) 

 

where σ̂ is the accommodation coefficient that represents the 
number of molecules passing during the phase change process (it 
is dependent on the flow conditions and the working fluid, thus, it 

needs to be adjusted according to the experimental data), Gc is 

the universal gas constant, 𝓂′  is the molecular mass. In this 
approach, C is called the boiling source term Rboil. 

The above approach is extended in [42] by enlarging the in-

terphase mass transfer rate C by the so-called cavitation source 
Rcav: 

 

𝐶 = 𝑅𝑏𝑜𝑖𝑙 + 𝑅𝑐𝑎𝑣 = 𝑅𝑏𝑜𝑖𝑙 ±
𝑐𝑐√𝐾𝑇

𝛿
𝜌1𝜌2(1 − 𝑥) (

2

3

𝑝sat −𝑝

𝜌2
)

0.5
,  (25) 

 

where cc is the cavitation constant, KT is the turbulence kinetic 
energy, δ is the surface tension. It can be seen that since the last 

exponent on the right-hand side differs from one, Rcav is not 
strictly appropriate relaxation term. 

3. TOPOLOGICAL ASPECTS OF RELAXATION MODELS 

The topological analysis is crucial for understanding the ele-
mentary features of the considered models and applying the 
proper numerical procedures for determining the practically ac-
ceptable solutions. This analysis focuses on the steady-state 
version of the two-phase flow model and uses the theory of dy-
namical systems. It was conducted and described, in a rather 
detailed way, in [43] and (more recently) in [44]. Thus, solely 
elements of the theory that are critical for further investigation of 
the relaxation equations describing nonequilibrium interphase 
mass transfer are presented.  

In case of doubts regarding the analysis, the reader is guided 
to the above-mentioned articles or the author’s previous publica-
tions: A detailed description of the physical sense and mathemati-
cal formulation of relaxation models, as well as the Homogeneous 
Equilibrium Model is presented in [45], while procedures for de-
termining the solutions are presented in [46]. Finally, practical 
applications of this two can be found in [47]. 

3.1. General form of the equation system  
and its transformations 

Practically all known one-dimensional models of a steady-
state flow can be presented in a form of the following nonlinear 
ordinary first order differential equation system [43]: 

 

A(σ)
𝑑σ

𝑑𝑧
= b(𝑧, σ),           (26) 

 

       The size and elements of the matrix A and the vector σ de-

pend on the model type. The vector σ consists of n quantities 
describing a thermodynamic state of the fluid, and if necessary, 
the velocity of the fluid. The elements of the matrix A depend only 

on σ′s components, and b’s elements additionally depend on the 

spatial coordinate z (specifying distance along the flow channel 
axis). The set of governing equations (26) supplied with the vector 

σB=[σ1,B, σ2,B, . . . , σn,B] (describing the flow inlet conditions, the 

inlet is located at zB) creates an initial-value problem. A solution 

to the problem is a trajectory σ(z) in n + 1 dimensional phase 
space Ω, which conventionally can be obtained by a numerical 
integration of the equation system (26). 

The system of equations (26) can be solved with respect to 
the derivatives of σ’s components by using Cramer‘s rule: 

 

𝑑𝜎𝑖

𝑑𝑧
=

𝑁𝑖(𝑧,σ)

𝐷(σ)
 ,       𝑖 = 1,2, … , 𝑛 ,          (27) 

 

where, 𝐷 denotes the determinant of A, and 𝑁𝑖 are determinants, 
each of which is created by replacing the 𝑖-th column of A with b. 
The most practically useful form of the equation system is ob-

tained by application of the dummy parameter 𝑡 [43]: 
 

𝑑𝑧

𝑑𝑡
= 𝐷,

𝑑σ𝑖

𝑑𝑡
= 𝑁𝑖.          (28) 

 

        It is worth to notice that in the above autonomous form the 

independent variable is not 𝑧 but the dummy parameter 𝑡. 

3.2. Topological Structure of The Phase Space 

Each possible state of a system is represented as a point in 
the phase space Ω. Thus, for example, if in the mathematical 

model n=3 then σ consists of 3 components, say: the pressure p, 
the enthalpy h, the velocity w. Consequently, the state of the fluid 
and flow in any cross-section of the nozzle is determined by three 

values of those parameters and value of the spatial coordinate z. 
Thus, the phase space of this example is 4-dimensional. 

However, in general, the phase space is n + 1 dimensional, 
thus for simplicity, the most interesting features of its structure are 
presented in the form of projections on a pressure p - spatial 

coordinate z plane depicted in Fig. 1. Accordingly, the black, 

green, and red curves present projections of n + 1 dimensional 
trajectories on p − z plane. Each solid line is a projection of a 
solution to the initial-value problem mentioned in the previous 
subsection. The inlet conditions related to those flows differ only in 
the velocities. Consequently, all trajectories related to the solid 

lines start form the same values of the inlet pressure pB, the inlet 

density ρB, and the inlet specific enthalpy hB but they are related 
to different mass flow rates. 

It is necessary to distinguish three classes of points in the 
phase space Ω: 

 Regular points at which 𝐷 ≠ 0. At each of these points the 
systems (26), (27) and (28) are equivalent. Any numerical 
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forward-marching integration of system (26) that starts from 

the inlet conditions 𝐵=[z𝐵 , σ1,𝐵 , σ2,𝐵 , . . . , σ𝑛,𝐵] and passes 

towards the channel outlet, only through the regular points, 
gives a proper approximation to a physically acceptable ana-
lytic solution. The system (26) satisfies the existence and 
uniqueness requirements (only one trajectory passes through 
any regular point). A trajectory that consists of only regular 
points is fully subsonic or fully supersonic. Fig. 1 shows pro-
jections of three subsonic trajectories - the green curves that 
are called Possible Flow (PF) trajectories. 

 Turning points at which 𝐷 = 0 and and all 𝑁𝑖 ≠ 0 [18]. At 
those points the systems (26) and (27) are not equivalent. 
Numerical integration of (26), in the vicinity of the turning 
point, produces a systematically accumulating numerical error. 
As a result, the integration could become impossible even be-

fore reaching the turning point. This is because | 𝑑𝜎𝑖 𝑑𝑧|⁄  → 

∞ while 𝐷 → 0. However, the autonomous system (28) satis-
fies the existence and uniqueness requirements at those 
points. Hence, during its numerical integration, one can simply 
pass through a turning point and can obtain a proper approxi-
mation of a trajectory that, at the turning point, changes direc-

tion along the 𝑧-axis (the red curves in Fig. 1). The one-
dimensional steady-state flow cannot change direction in the 
channel. Therefore, those trajectories are physically accepta-

ble only if they pass through a point of inlet conditions 𝐵 and 
the turning point is located at the end of the channel. Conse-
quently, the solutions that pass through turning points local-
ised inside of the channel are called Impossible Flow (IF) tra-
jectories. 

 
Fig. 1. Illustration of the structure of the considered phase space 

In work [18] was shown that D = 0 occurring at the channel 
end is also a choking criterion (or critical flow condition) since 
D = 0 means that at this point the fluid’s velocity reaches the 
local speed of sound, and as a result, the mass flow rate and the 
subsonic part of the trajectory are unchangeable even despite 
possible pressure drop occurring beyond the channel exit. 

Fig. 1 shows projection of three IF trajectories (the red 
curves). They pass through the turning points F, G, H. Turning 

points determine the curve D = 0  (the projection of this curve is 
shown in Fig. 1 as the brown dashed line). 

 Singular points at which 𝐷 = 0 and all 𝑁𝑖 = 0. Here are 
considered only nondegenerate singular saddle points like S 
at which rank(A) = 𝑛 − 1 and through which exactly two 
trajectories pass. Namely, BSE1 and BSE2 in Fig. 1 (but only 
BSE1 is "really" a transonic trajectory since on BSE2 the veloc-
ity of the fluid reaches the speed of sound merely at point S to 
decrease just after it [18]). 

According to Eq. (28), dz = Ddt and dσi = Nidt. Therefore, 
at those points, finite changes Δz and Δσi calculated by the 
numerical methods are equal to 0 regardless of the integration 

step size Δt. It means that, the numerical algorithms cannot nei-
ther “start from” nor “pass through” this kind of points (they simply 
"get stuck" in these points - in the theory of differential equations, 
such points are called equilibrium points). Therefore, contrary to 
remaining trajectories, the transonic trajectory cannot be deter-
mined by a conventional numerical forward-marching integration 
(even of the system 28). 

In [18] it was shown that when D = 0 and an arbitrary 

Ni = 0 then all remaining Ns also vanish. 

3.3. The topological analysis of the nonequilibrium mass 
transfer modelling 

The review of the equations describing nonequilibrium inter-
phase mass transfer presented earlier revealed a high diversity of 
these equations. The equations differ in the method of derivation 
(the phenomenological approaches or the approaches rooted in 
theories that translate the microscopic behaviour of the fluid into 
its macroscopic properties), the type of quantity whose difference 
is relaxed, and the relaxation rates. However, it turns out that from 
the topological point of view, all these differences are not im-
portant. Crucial is the physical nature of the equation in which the 
relaxation is used. Namely, equations having the form of a con-
servation equation do not pose topological problems. However, 
relations in the form of an advection equation (Eq. 10) may be 
problematic. 
       To prove the above statement, let us start by noting that the 
conservation equations, regardless of the choice of σ’s compo-
nents, always contain at least two gradients of different physical 
quantities. On the contrary, the advection equation for some 
choices of σ has just one gradient. 

The above statement is true for every conservation equation, 
but in this work, we analyse mass transfer approaches, so we 
need to prove it only for the mass conservation equation, Eq. (1). 
To do so, let us extend the divergence term from its left-hand side: 

 

∇(αkρkuk) = ρkuk∇αk + αkuk∇ρk + αkρk∇uk.               (29) 
 

We obtained two terms with different gradients (∇αk and ∇ρk) 

and the divergence term (αkρk∇uk). 
Now, let us ponder on the advection equation, Eq. (10). It con-

tains only one gradient ∇ℶk. The only possibility to get at least 

two gradients from it is to choose ℶk and σ in such a way that 

ℶk = ℶk(σi, σj, … ). However, if this is not the case, Eq. 10 has 

only one gradient term that in general can be expressed as 

ac∇σj, where ac is a non-zero coefficient. Thus, the time-

independent 1-D version of the advection equation (10) can be 
rearranged: 

 

𝑑𝜎𝑗

𝑑𝑧
=

𝐾

𝑎𝑐
.                                                                                   (30) 
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The next thing to do is to show that the models that contain 
equations with only one gradient are topologically degenerated. 
Let us rearrange the equation system of the flow model in the 
non-autonomous form (Eq. 27) into the following form: 

𝑑𝜎𝑗

𝑑𝑧
𝐷(σ) = 𝑁𝑗(𝑧, σ).                                     (31) 

 

      Substitution of Eq. (30) to Eq. (31) gives the equation that 
reads: 
 

𝑁𝑗(𝑧, σ) =
𝐾

𝑎𝑐
𝐷(σ).                                                                (32) 

 

It means that when the main determinant D = 0 then Nj = 0. 

However, Nj = 0 does not vanish the remaining Ns (the author 

proved it for the HRM and the DEM  by recalling the momentum 
equation in [48]). 

The consequence of the demonstrated fact is that any model 
applying such a simple form of the closure equation (“single gra-
dient” equation) does not possess turning points (Fig. 1, the points 

F, G and H). Instead, other kinds of points appear when D = 0. 
Suppose that D → 0, then according to Eq. (30), dσj dz⁄  → 

Kac
−1, while according to Eq. (27), the remaining derivatives 

(i ≠ j) approaches ±∞. However, there is no trajectory (a contin-
uous multidimensional curve) that can satisfy such conditions (it is 
impossible for any curve to turn towards the opposite direction of 

the z-axis without being parallel to all other axes at the point of 
turning). In other words, the considered points refer to states that 
the analysed dynamical system [18] cannot archive. 

In summary, the consequence of using “single gradient” clo-
sure equation is that the considered model is inconsistent with the 
previously described structure of the phase space (the model is 
degenerated). Therefore, there is a clear need for more complex 
closure equations. The obvious candidate to be tested is an equa-
tion containing two gradients. 

 To prove that the “two gradients” closure equation (thus, also 
any conservation equation with relaxation terms) does not intro-
duce the topological flaw into the model, let us replace Eq. (30) 
with the following all-encompassing but simple relation: 

 

𝑎𝑐,𝑗

𝑑𝜎𝑗

𝑑𝑧
+ 𝑎𝑐,𝑖

𝑑𝜎𝑖

𝑑𝑧
= 𝐾,                                                           (33) 

 

were 𝑎𝑐,𝑖 and 𝑎𝑐,𝑗  are non-zero coefficients. Application of this 

equation to Eq. (31) results with: 
 

(
𝐾

𝑎𝑐,𝑗
−

𝑎𝑐,𝑖

𝑎𝑐,𝑗

𝑑𝜎𝑖

𝑑𝑧
) 𝐷(σ) = 𝑁𝑗(𝑧, σ).                                         (34) 

 

       From Eq. (27) we know that  
 

𝑑𝜎𝑖 𝑑𝑧⁄ = 𝑁𝑖(𝑧, σ) 𝐷(σ)⁄ ,  
 

thus: 
 

𝐾

𝑎𝑐,𝑗
𝐷(σ) −

𝑎𝑐,𝑖

𝑎𝑐,𝑗
𝑁𝑖 = 𝑁𝑗(𝑧, σ).                                               (35) 

 

       We can see that when D = 0 then not necessarily Nj = 0. 

Hoverer, having D = 0 and any of Ns equal to zero, vanishes the 

remaining N. 
This proves that the presence of at least two different gradient 

terms in the relaxation equation results in a model with the correct 
structure of the phase space (at least in the context of considered 
topological aspects). 

4. CONCLUSIONS 

This paper presents a brief succinct of the models for phase 
transition flow, followed by a quite detailed review of the two-
phase flow relaxation models just to create an appropriate back-
ground for an in-depth review of the nonequilibrium mass 
transport relaxation equations used in the mentioned models. The 
reviewed approaches are divided into five classes: simple ther-
modynamic relations, empirical phenomenological relations, more 
advanced thermodynamic approaches, relations based on the 
statistical phase change analysis, relations based on the nuclea-
tion theories and/or the kinetic theory of phase change. However, 
it is just one of many possible systematisations. A broader catego-
rization can be established as follows: phenomenological relations 
and approaches based on theories that bridge the microscopic 
depiction of the fluid to properties characterizing its macroscopic 
behaviour. The considered equations can also be classified as 
those that have a form of an advection equation (Eq. 10) and 
those having a form of phasic mass conservation (Eq. 1).   

The conducted topological analysis revealed that relaxation 
equations taking the form of an advection equation (or more pre-
cisely equation containing only one term with a gradient of veloci-
ty-state vector component), when integrated into the flow model, 
can lead to a violation of the phase space structure (making the 
model topologically degenerated). 

While the aforementioned sentence describes a potential ra-
ther than an inevitability, it becomes evident that all models linked 
to the equations outlined in Tab. 1 (three B-N type models and 
eight HRMs) and linked to Eq. (15) and Eq. (17) are inherently 
topologically degenerated. This does not mean that they are 
therefore worthless. In fact, the majority of these models have 
been validated through comparison with experimental results, 
affirming their practical utility. Then, what practical implications 
arise from the described degeneration? Let us start with the most 
certain things. 

The practical ramification of the identified flaw is that the de-
terminant described by Eq. (32) cannot be employed as the sec-
ond condition (alongside D = 0) for determining the singular 
point. Moreover, this determinant is unsuitable for discerning 
whether the flow is Possible or Impossible. Therefore, if this de-
terminant is used, the conventional solution algorithms of the 
initial-value problem (the PIF and the NCP algorithms) will not 
converge to the solution. In general, not being aware of the flaw 
may lead to the erroneous recognition of any of the turning points 
as a singular point. The significance of this issues diminishes 
when modelling unsteady flows or when a steady flow description 
is achieved by asymptotical convergence of the time-dependent 
solutions. Since, in such cases, the determination of singular 
points is not a pivotal step in the solution process. However, 
mentioned time-dependent solution methods require a significant-
ly longer computation time. 

The author also suspects that topologically degenerated mod-
els are more difficult to set up to accurately predict experimental 
flows. In other words, replacing the advection equations with the 
equations of the phasic mass conservation equation will simplify 
the mathematical form of correlations for the relaxation time (or 
the rate of relaxation) or the evolution of the saturation index. 
       Among the equations reviewed, many are based on the re-
laxation of the difference in the chemical potential and the specific 
Gibbs free energy. The author considers these approaches to be 
the most justified since these quantities are the same for both 
phases in equilibrium but more importantly, they appear in the first 
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law of thermodynamics written for an open multi-component sys-
tem. 

According to the author, relying on the relaxation of other 
physical quantities (such as pressure, temperature, entropy, etc.) 
is not deemed a mistake, as long as only two different quantities 
are utilized. After all, the chemical potential and the specific Gibbs 
free energy can be conceptualized as functions defined by pre-
cisely two distinct intensive properties. Therefore, paradoxically, 
some equations classified as “more advanced thermodynamic 
approaches”, in the author’s opinion, are not physically justified. 

Despite awareness of the topological flaw being able to pre-
vent potential problems, The author recommends the use of ap-
propriately complex closure equations to maintain the physical 
and mathematical consistency of the models. It was proved that 
closure equations with at least two gradients of different physical 
quantities should be employed. It is worth recalling that conserva-
tion equations exhibit this feature. 

Please recall that the theoretical expression for the relaxation 
time depends on the second-order derivative of specific Helmholtz 
free energy. However, using such an approach is tantamount to 
formulating a non-hyperbolic model. Perhaps the physical correct-
ness of modelling will dictate the development of new techniques 
for solving the considered flow cases. 

As a final conclusion, let us note that in the time when the 
“oldest” of the models considered here were formulated, the con-
ditions of their hyperbolicity were mainly studied. Subsequently, 
the models of the considered class were examined for their com-
pliance with the second law of thermodynamics. Therefore, the 
author expresses curiosity about whether the field has now en-
tered an era where scrutiny extends to verifying whether the 
formulated model is topologically non-degenerate. Nevertheless, 
the author is confident that in the forthcoming phase of the re-
search, he will focus on delving into unravelling the connection 
between topological aspects and the model's adherence to the 
second law, as well as the model's hyperbolicity. However, this is 
a long-term investigation, while proposing closure equations for 
the DEM that are topologically correct is now a simple matter for 
the author and will probably be crowned with an appropriate publi-
cation soon. 
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Abstract: The   mixed  convection heat transfer of  nanofluid flow in a  heated square cylinder  under  the  influence  of  a  magnetic  field 
is considered in this paper. ANSYS FLUENT computational fluid dynamics (CFD) software with a finite volume approach is used to solve 
unsteady two-dimensional Navier-Stokes and energy equations. The numerical solutions for velocity, thermal conductivity, temperature, 
Nusselt number and the effect of the parameters have been obtained; the intensity of the magnetic field, Richardson number, nanoparticle 
volume fraction, magnetic field parameter and nanoparticle diameter have also been investigated. The results indicate that as the dimen-
sions of nanoparticles decrease, there is an observed  augmentation in heat transfer rates from the square cylinder for a fixed  volume 
concentration. This  increment in  heat  transfer rate becomes  approximately  2.5%–5%  when nanoparticle size decreases from 100 nm 
to 30 nm for various particle volume fractions. Moreover, the magnitude of the Nusselt number enhances with the increase in magnetic 
field  intensity and  has the opposite  impact on the Richardson number. The findings of the present study  bear  substantial  implications 
for diverse applications, particularly in the realm of thermal management systems, where optimising heat transfer is crucial for enhancing 
the efficiency of electronic devices, cooling systems and other technological advancements. 

Key words: CuO–Water nanofluid, MHD, heated square cylinder, heat transfer, entropy generation 

1. INTRODUCTION 

Liquid suspensions with nanometer-sized particles are known 
as nanofluids. Nanofluids are typically made up of nanoparticles 
ranging in size from 1 nm to 100 nm dispersed in a standard liquid 
such as water [1, 2], ethylene glycol [3], methanol [4] or blood [5]. 
The nanofluid can be used to improve the thermal properties of 
base fluids such as propylene glycol, ethylene glycol, water and 
oil, among others. They could be used in biomedical and engi-
neering applications such as process industries, cooling, cancer 
therapy and a variety of others. X-rays, computers, vehicle en-
gines, nuclear reactors, radiators and solar energy could all bene-
fit from nanofluids. Wen and Ding [6] looked at the convective 
heat transfer properties of an Al2O3-water nanofluid in a copper 
tube and discovered that increasing the Reynolds number and 
volumetric ratio of particles improved the heat transfer coefficient. 
Shahi et al. [7] explored the laminar convective heat transfer of 
CuO–water nanofluid moving through a square cavity in a laminar 
flow regime. Bovand et al. [8] showed the effects of Al2O3 – water 
nanofluid on fluid flow and heat transfer around an equilateral 
triangle obstacle with varying orientations. Hayat et al. [9] investi-
gated the flow of carbon water nanomaterials with coupled melting 
heat transfer and thermal radiation effects. The estimated findings 
revealed that the side-facing flow has the greatest influence of 
nanoparticles on heat transfer rate enhancement, while the ver-

tex-facing flow has the least. Hayat et al. [10] studied hydromag-
netic tangent-hyperbolic fluid flow with varied characteristics and 
nanoparticles. Natural convection of a nanofluid in the presence of 
an electric field has recently been studied electrohydrodynamically 
(EHD). Sheikholeslami and Ellahi [11] investigated the hydrother-
mal treatment of Fe3O4-ethylene glycol nanofluid in a lid-driven 
chamber with a sinusoidal upper wall exposed to a non-uniform 
electric field. Sheikholeslami and Chamkha [12] investigated the 
heat transmission properties of electrohydrodynamic free convec-
tion of a Fe3O4-ethylene glycol nanofluid in a semi-annulus en-
closure with a sinusoidal wall in a following investigation. The 
influence of a magnetic field on Fe3O4-plasma nanofluid flow in a 
vessel as a targeted medication delivery method was examined 
by Kandelousi and Ellahi [13]. It was discovered that the existence 
of a magnetic field had a significant impact on the flow field, and 
that increasing the Reynolds number and magnetic number re-
duced the skin friction coefficient. To enhance the energy trans-
portation into fluid flow, Sarfarz et al. [14–15], introduced the 
ternary hybrid nanofluids over different surfaces such as inclined 
porous and spiraling disks. In these, they mixed the three different 
nanoparticles with the base fluid water and stated that, with intro-
ducing ternary hybrid nanoparticles, the energy storage is en-
hanced significantly. Flow behaviour under the effect of MHD 
through various geometries has been studied in a variety of cas-
es, such as laminar mixed convection flow from a vertical surface 
with induced magnetic field studied by Chaudhary and Sharma 
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[16], analysis of heat and mass transfer for a non-Darcian porous 
medium [17], temperature-dependent viscosity and thermal con-
ductivity analysis studied by Kumawat [18], and mixed convection 
flow through rotating channel under the presence of inclined 
magnetic field and joule effect discussed by Mishra and Sharma 
[19]. 

Flow past a heated or cooled square cross-section cylinder 
has drawn a lot of interest over the years. Such research has 
been motivated by its fundamental nature as well as its relevance 
in a wide range of engineering applications, including electronic 
component cooling, compact heat exchangers, combustion cham-
bers in chemical processes, flow dividers in polymer processing 
applications and energy systems. Crystal growth, high-
performance building insulations, multi-shield structures used in 
nuclear reactors, solar power collectors, food processing, float 
glass manufacturing, furnaces, drying technologies and other 
applications use mixed convection flow and heat transmission in a 
heated square cylinder. Due to their use, numerous writers 
(Sharma et al. [20], Turki et al. [21], Bouaziz et al. [22] and Hayat 
et al. [23]) have studied convective heat fluxes inside cavities 
such as triangular, trapezoidal, cylindrical, wavy, square and so 
on. Recently, Sharma has discussed the study of heat and mass 
transfer under the presence of different types of nanoparticles for 
the different base fluids on the various geometries with different 
circumstances such as Darcy-Forchheimer hybrid nanofluid flow 
over the rotating Riga disk using an artificial neural network ap-
proach [24], response surface optimisation discussion for the 
electromagnetohydrodynamic Cu-polyvinyl alcohol/water Jeffrey 
nanofluid [25], Bayesian regularisation networks approach for the 
micropolar ternary hybrid nanofluid flow of blood on the curved 
stretching sheet [26], Arrhenius activation energy determination 
for gyrotactic microorganism flows over the porous inclined 
stretching sheet [27].  

The knowledge of thermodynamics for fluid circulation in con-
fined regions is based on the fundamental idea of entropy genera-
tion, which measures the level of disorder within a system. The 
afore-mentioned principle exhibits a wide range of applications 
across several areas associated with thermodynamics. These 
fields encompass electronic systems, information systems, power 
collecting systems, and geothermal power plants. Dogonchi et al. 
[28] performed a mathematical analysis of the entropy generation 

on buoyancy-driven flow of Fe3O4–H2O nanofluid through two 
square cylinders under the porous enclosure condition. They used 
the Finite element approach to find the graphical profile of entropy 
and velocity in this analysis. Furthermore, they [29] extended their 
analysis to estimate the entropy generation profile for a porous 
cavity containing a base fluid mixed with nano-encapsulated 
phase change materials (NEPCMs) in the presence of an external 
heat source/sink. According to this study, the presence of the 
Rayleigh number has a positive impact on the entropy profile. 
Recently, the study of entropy analysis on water-mixed nanofluid 
under different fluid flow mediums with different nanoparticles 
performed by various researchers such as TiO2-water nanofluid 
through inclined U-shaped domain with non-Newtonian fluid prop-
erties [30], non-Newtonian NEPCM inside the inclined chamber 
under presence of heater [31], Al2O3 -water nanofluid flows 
through a hexagonal-shaped geometry with a periodic magnetic 
field [32], and for both Newtonian and non-Newtonian models of 
bio-fluid through curved vessels under different types of stenosis 
conditions and nanofluids [33–35]. 

The depth analysis of the existing literature, it is evident that 
there is a conspicuous absence of experimental or numerical 

investigations pertaining to mixed convection heat transfer of 
nanofluids within a heated square cylinder subjected to the influ-
ence of a magnetic field. Therefore, this study presents the com-
putational examination of CuO–water nanofluid impact on the heat 
transfer profile for a heated square cylinder with a magnetic field. 
The entropy generation also calculates different magnetic field 
intensities for various nanoparticle volume fractions. The introduc-
tion of nanoparticles into the fluid introduces alterations in its 
thermo-physical properties, thereby engendering intricate interac-
tions among inertia, viscosity and buoyancy forces. This complexi-
ty renders the analysis of mixed convection in nanofluids a formi-
dable task. In this work, the impact of several parameters such as 
nanoparticle volume fraction, nanoparticle size, magnetic field 
intensity, Richardson number on the velocity, thermal conductivity, 
Nusselt number and entropy profile have been discussed with the 
help of both graphs and contours.  

Beyond its intrinsic scientific value, this research contributes 
practical insights with implications for a spectrum of contemporary 
applications. By providing information on heat exchange en-
hancement, the study addresses a pressing need for improved 
thermal management systems. The findings are poised to influ-
ence the design and optimisation of various technological applica-
tions, spanning electronic devices, cooling systems and other 
engineering domains where efficient heat transfer is paramount. 
Thus, the research not only expands the current scientific under-
standing but also directly informs and advances technology with 
real-world applications. 

 1.1.   Formulation of the problem 

Consider a single-phase approach for nanofluids [36, 37], 
where the base fluid and nanoparticles are properly blended and 
may thus be treated as a homogenous mixture. In addition, due to 
the ultra-fine and low volume fraction of the solid particles, the 
fluid phase and solid particles are considered to be in thermal 
equilibrium and travel at the same local velocity. The flow in a 
vertical plane channel with a built-in heated square cylinder is the 
system of interest in this scenario. Fig. 1 shows the computational 
domain and coordinate system for the setup considered in this 
investigation. In the channel axis, the square cylinder is symmetri-
cally placed. With a uniform free-stream velocity of u0  and a 

constant temperature of TC at the inlet, fluid moving from bottom 
to top approaches the square cylinder of side h. The temperature 
of the square cylinder is kept constant. The square cylinder’s 

bottom face is at a distance of Xu = 10 from the channel inlet. Xd 
= 15 is the distance between the body and the channel outlet. 
Except for the body force element in the momentum equation, all 
thermo-physical parameters (e.g. heat capacity and thermal con-
ductivity) are considered to be temperature-independent in this 
study (Boussinesq approximation). The time-dependent, two-
dimensional Navier Stokes and energy equations of incompressi-
ble nanofluid are the conservation equations that describe laminar 
flow and heat transport. The governing equations for nanofluid 
flow and heat transfer can be stated as follows using the Bous-
sinesq approximation [38, 39]: 

𝜕𝑢

𝜕𝑥
+ 

𝜕𝑣

𝜕𝑦
 =  0                                                                              (1) 

𝜌𝑛𝑓 (
𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
) = −

𝜕𝑝

𝜕𝑥
+ 𝜇𝑛𝑓 (

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2) +

𝜇0𝑀
𝜕�̅�

𝜕𝑥
− 𝜎𝑛𝑓𝐵𝑦

2𝑢 + 𝜎𝑛𝑓𝐵𝑥𝐵𝑦𝑣,                                            (2) 
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𝜌𝑛𝑓 (
𝜕𝑣

𝜕𝑡
+ 𝑢

𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
) = −

𝜕𝑝

𝜕𝑦
+ 𝜇𝑛𝑓 (

𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2) +

 𝜇0𝑀
𝜕�̅�

𝜕𝑦
− 𝜎𝑛𝑓𝐵𝑥

2𝑣 + 𝜎𝑛𝑓𝐵𝑥𝐵𝑦𝑢 +  [∅𝜌𝑛𝑝𝛽𝑠 +

 (1 − ∅)𝜌𝑓]𝑔(𝑇 − 𝑇𝑐),                                                              (3) 

(𝜌𝐶𝑝)𝑛𝑓
(
𝜕𝑇

𝜕𝑡
+ 𝑢

𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
) = 𝑘𝑛𝑓 (

𝜕2𝑇

𝜕𝑥2 +
𝜕2𝑇

𝜕𝑦2) +

𝜎𝑛𝑓(𝑢𝐵𝑦 − 𝑣𝐵𝑥)
2
− 𝜇0𝑇

𝜕𝑀

𝜕𝑇
(𝑢

𝜕�̅�

𝜕𝑥
+ 𝑣

𝜕�̅�

𝜕𝑦
) +

𝜇𝑛𝑓 {2 (
𝜕𝑢

𝜕𝑥
)
2

+ 2(
𝜕𝑣

𝜕𝑦
)
2

+ (
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
)
2

},                                 (4) 

where ρ, µ, β, α and ϕ are the density, the dynamic viscosity, the 
coefficient of thermal expansion, the thermal diffusivity and the 
nanoparticles volume fraction, respectively, taking into account s 
for solid, subscripts f for fluid and nf for nanofluid. In the above 
equations, the space coordinates, time, velocities and pressure 
are normalised with the width of the square cylinder h, the charac-

teristic time 
h

u0
, the maximum velocity of the channel inlet u0 and 

the characteristic pressure ρfμ0
2, respectively. The dimensionless 

quantities are defined as follows: 

𝜃 =
𝑇 –𝑇𝑐

 𝑇ℎ − 𝑇𝑐
,   𝑅𝑒 = 

𝜌𝑓𝑢𝑜ℎ

𝜇𝑓
,  

𝑅𝑖 = 
𝐺𝑟

𝑅𝑒
2  , 𝑃𝑟 = 

𝑣𝑓

𝛼𝑓
 ,  

𝐺𝑟 =  
𝑔𝛽𝑓h(𝑇ℎ−𝑇𝑐)

Vf
2   

𝜏 =
𝑡
ℎ

𝑢0

,   𝑋 =
𝑥

ℎ
,   𝑌 =

𝑦

ℎ
, 𝑈 =

𝑢

𝑢0
,   𝑉 =

𝑣

𝑢0
,   

𝑃 =
𝑝

𝜌𝑛𝑓𝑢0
2  

𝐻𝑥
∗ =

𝐻𝑥

𝐻0
,  𝐻y

∗ =
𝐻𝑦

𝐻0
,   𝑀𝑛𝑓 = 

 
,     

 N =  ,  Ec =    

where Th and Tc are hot and cold temperatures, respectively, vf 
is the kinematic viscosity of the base fluid.  

Boundary conditions: All solid walls are considered to have 
no-slip boundary conditions for velocities. The adiabatic properties 
of both channel walls are described. At the channel inlet, the 
normal component of velocity is considered to be zero, and the 
axial velocity is assumed to have a fully formed parabolic profile, 
given by 

𝑈 =
𝑌

4
(4 − 𝑌),  

The convective boundary condition (CBC), at the exit of the 
channel is given by:  

𝜕∅

𝜕𝑡
+ 𝑢𝑎𝑣

𝜕∅

𝜕𝑋
= 0,   

where the variable φ is the dependent variable (U, V, θ). In com-
parison to the Neumann boundary condition, as described by 
Sohankar et al. [40] and Abbassi et al. [41], the CBC reduces the 
number of iterations per time step and requires a smaller up-
stream computing domain. The square cylinder is considered to 
be isothermally heated at Th and exchanging heat with the cold 

fluid flowing around it, which is at Tc at the channel inlet and is at 
a uniform temperature. 

 
Fig. 1. Physical model of the problem 

1.2.    Modelling of nanofluids 

Based on published relationships, the thermophysical parame-
ters of CuO–water no fluid such as viscosity, density, specific heat 
and thermal conductivity are estimated.  

Viscosity: Masoumi et al. [42] provided a theoretical model 
based on Brownian motion for predicting the effective viscosity of 
nanofluids. Their model was demonstrated to effectively predict 
the effective viscosity of various nanofluids, which is expressed 
as: 

 𝜇𝑛𝑓 = 𝜇𝑓 +
𝜌𝑛𝑝𝑉𝐵𝑑𝑛𝑝

2

72𝐶𝛿
, 

where 

𝑉𝐵 =
1

𝑑𝑛𝑝
√

18𝐾𝑇

𝜋𝜌𝑛𝑝𝑑𝑛𝑝
,  𝛿 = √

𝜋

6𝜑

3
𝑑𝑛𝑝 

𝐶 = 𝜇𝑓
−1[(𝑐1𝑑𝑛𝑝 × 109 + 𝑐2)𝜑 + (𝑐3𝑑𝑛𝑝 × 109 + 𝑐4)],    

in which 

𝑐1=−0.000001133, 𝑐2=−0.000002771, 𝑐3=   0.00000009, 𝑐4=   
0.000000393.  

Density: The effective density ρnf  of the nanofluid is ex-
pressed as: 

𝜌𝑛𝑓 = (1 − ɸ)𝜌𝑓 + ɸ𝜌𝑛𝑝. 

Specific heat: The following equation, proposed by Xuan and 
Roetzel [43], is used to compute the specific heat of nanofluids, 
assuming thermal equilibrium between the base fluid and the 
nanoparticles: 

(𝐶𝑝)𝑛𝑓 =
(1−ɸ)(𝜌𝐶𝑝)

𝑓
+ɸ(𝜌𝐶𝑝)

𝑛𝑝

(1−ɸ)𝜌𝑓+ɸ𝜌𝑛𝑝
   

The thermal conductivity model established by Koo and Klein-
streuer [36] uses two-term functions to account for the impacts of 
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particle size dnp, particle volumetric concentration φ, temperature 

T, Brownian motion of nanoparticles and the characteristics of the 
base fluid. Vajjha and Das [44] improved their model using a 
larger set of data, as follows: 

𝐾𝑛𝑓 =
(𝐾𝑛𝑝+2𝐾𝑓)−2ɸ(𝐾𝑓−𝐾𝑛𝑝)

(𝐾𝑛𝑝+2𝐾𝑓)+ɸ(𝐾𝑓−𝐾𝑛𝑝)
𝐾𝑓 + 5. 104𝛽𝜑𝜌𝑐𝑝,𝑓√

𝑘𝑡

𝜌𝑛𝑓𝑑𝑛𝑝
𝑓(𝑇, 𝜑)  

where 

𝑓(𝑇, 𝜑) = (2.8217. 10−2𝜑 + 3.917. 10−3)
𝑇

𝑇0
+

(−3.0669. 10−2𝜑 −                            3.91123. 10−3)    

in which, 𝑇0 is set at 273 K and the expression of β for CuO na-
noparticles is given as follows: 

β = 9.881(100φ)−0.9446,   

which is valid for 298 𝐾 ≤ 𝑇 ≤363 𝐾 and 1%≤ 𝜑 ≤6%.  
The values of the nanoparticles and the base fluid properties 

are required for the thermophysical properties of nanofluid sum-
marised by the preceding equations. In the current work, the CuO 
nanoparticle characteristics are kept constant in the operating 
range of 300 K to 350 K, as shown in (Tab. 1): 

Tab. 1.  Physical Properties of CuO nanoparticles (Dogonchi et al. [45], 
Abbas et al. [46], Sivaraj et Al. [47] ) 

𝜌(kg/𝑚3) 𝐶𝑝(J/kg.K) K(W/mK) 𝛽 × 105(1/K) 

6,350 535.6 76.5 1.61 

 
The thermophysical properties of water are considered as a 

function of the temperature with the following equations (ASHRAE 
Handbook [48]): 

𝜌𝑓 = −0.0036𝑇2 + 1.9159𝑇 + 748.19,  

𝑐𝑝,𝑓 = 0.0001𝑇3 + 0.1155𝑇2 − 0.41296𝑇 + 0.90178,  

𝑘𝑓 = −8 × 10−6𝑇2 + 0.0062𝑇 − 0.5388,  𝜇𝑓 =

−0.00002414 × 10(
247.8

𝑇−140
).  

1.3.   Non-dimensional governing equations 

The dimensional governing equations will be converted into non-
dimensional governing equations with the help of non-
dimensional parameters. 

 

 
𝜕𝑈

𝜕𝑋
+

𝜕𝑈

𝜕𝑌
 = 0                                                                             (5) 

(
𝜕𝑈

𝜕𝜏
+ 𝑈

𝜕𝑈

𝜕𝑋
+ 𝑉

𝜕𝑈

𝜕𝑌
) −

𝜕𝑃

𝜕𝑋
+

𝜇𝑛𝑓

𝜇𝑓

𝜌𝑓

𝜌𝑛𝑓

1

𝑅𝑒
(
𝜕2𝑈

𝜕𝑋2 +
𝜕2𝑈

𝜕𝑌2) +

𝜌𝑛𝑓

𝜌𝑓
𝑀𝑛𝑓𝐻

∗ 𝜕𝐻∗

𝜕𝑋
−

𝜎𝑛𝑓

𝜎𝑓

𝜌𝑓

𝜌𝑛𝑓
𝑁(𝑈𝐵𝑦

∗2 − 𝑉𝐵𝑥
∗𝐵𝑦

∗)                     (6) 

(
𝜕𝑉

𝜕𝜏
+ 𝑈

𝜕𝑉

𝜕𝑋
 + 𝑉

𝜕𝑉

𝜕𝑌
)  = −

𝜕𝑃

𝜕𝑌
+

𝜇𝑛𝑓

𝜇𝑓

𝜌𝑓

𝜌𝑛𝑓

1

𝑅𝑒
(
𝜕2𝑉

𝜕𝑋2 +
𝜕2𝑉

𝜕𝑌2) +

𝜌𝑛𝑓

𝜌𝑓
𝑀𝑛𝑓𝐻

∗ 𝜕𝐻∗

𝜕𝑌
  −

𝜎𝑛𝑓

𝜎𝑓

𝜌𝑓

𝜌𝑛𝑓
𝑁(𝑉Bx

∗2 − UBx
∗B𝑦

∗)  +

𝑅𝑖 
𝜌𝑓

𝜌𝑛𝑓
(1 − ɸ + ɸ

𝜌𝑛𝑝

𝜌𝑓

𝛽𝑛𝑝

𝛽𝑓
 ) 𝜃                              (7) 

(
𝜕𝜃

𝜕𝜏
+ 𝑈

𝜕𝜃

𝜕𝑋
+ 𝑉

𝜕𝜃

𝜕𝑌
) =

(𝜌𝐶𝑝)𝑛𝑓

(𝜌𝐶𝑝)𝑓
[
𝑘𝑛𝑓

𝑘𝑓

1

𝑅𝑒 𝑃𝑟
(
𝜕2𝜃

𝜕𝑋2 +
𝜕2𝜃

𝜕𝑌2) +

𝜎𝑛𝑓

𝜎𝑓
𝑁 𝐸𝑐 (𝑈B𝑦

∗ − 𝑉Bx
∗)2 − 𝑀𝑛𝑓 𝐸𝑐 𝜃 𝐻∗ 𝜕𝐻∗

𝜕𝜃
(𝑈

𝜕𝐻∗

𝜕𝑋
+

𝑉
𝜕𝐻∗

𝜕𝑌
) +

𝜇𝑛𝑓

𝜇𝑓

𝐸𝑐

𝑅𝑒
{2 (

𝜕𝑈

𝜕𝑋
)
2

+ 2(
𝜕𝑉

𝜕𝑌
)
2

+ (
𝜕𝑈

𝜕𝑋
+

𝜕𝑉

𝜕𝑌
)
2

}]                            (8) 

          
1.4.   Magnetisation equation 

A large external magnetic field has been employed to recircu-
late flow in dilated regions and increase flow flux into the artery 
walls. A current plate beneath the bulges generates this magneti-
sation, which follows the Maxwell’s law. The dimensional form of 
Maxwell’s law is given as follows:  

∇ × 𝐻 = 𝐽 = 𝜎(�⃗� × B                                                             (9) 

∇. B = ∇. (H + M) = 0                                                          (10) 

also 

𝐵 = 𝜇0(𝑀 + 𝐻), 

where, 𝜇0  defines the magnetic permeability of the system, 𝐽 

denotes the electric current density, 𝐻, 𝐵 represents the magnet-
ic field strength and applied magnetic induction, respectively.  

The magnetic field strength and magnetic induction in 
x & y directions is represented as: 

 

𝐻= (𝐻𝑥, 𝐻𝑦 ) and  𝐵 = (𝐵𝑥  , 𝐵𝑦). 

The magnetisation process happening in the system is repre-
sented by M and it shows the direct relationship with the magnetic 
field strength. 

The mathematical representation of magnetisation is written 
as follows:  

𝑀 =χ 𝐻  

where χ describes the magnetic susceptibility. 
With doing non-dimensional process using non-dimensional 

parameters, the above equation can be reduced as: 

∇ × 𝐻∗ = 𝐽 = 𝜎(𝑉∗⃗⃗ ⃗⃗ × 𝐵∗)                                                    (11) 

∇. 𝐵∗ = ∇. (𝐻∗ + 𝑀∗)                                                            (12)                                        

The magnetic field intensity of a current plate is given by: 

𝐻𝑦
∗ = −

𝐻0

2
[𝐿𝑛(

(𝑥∗−𝑥2
∗)2+(𝑦∗−𝑦0

∗)2

(𝑥∗−𝑥1
∗)2+(𝑦∗−𝑦0

∗)2
)]  

𝐻𝑥
∗ = 𝐻0[𝑡𝑎𝑛−1(

(𝑥∗−𝑥2
∗)

(𝑦∗−𝑦0
∗)
) − 𝑡𝑎𝑛−1(

(𝑥∗−𝑥1
∗)

(𝑦∗−𝑦0
∗)
)  

𝐻∗ = √𝐻𝑦
∗2 + 𝐻𝑥

∗2  

H0 is magnetic field strength which depends on applied mag-

netic induction B, and x1
∗, x2

∗ , y0
∗  are the position of the horizontal 

plate. As previously stated, the magnetisation force is created by 
multiplying the magnetic field and its gradient at various points in 
space. As a result, the magnetic force near the plate’s borders is 
quite high. This force can alter ferrofluid flow and cause it to devi-
ate from its normal path. The X-component of this force tries to 
reverse fluid motion, while the Y-component draws particles up-
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wards and back into the circulating flow inside the bulges. 
The magnetisation property (M*), which is an innate attribute 

of the ferrofluid, determines the effect of the magnetic field on the 
flow. This property can be described using a variety of equations, 
however, in this article, we’ll utilise the linear formula [49] that 
links magnetisation to magnetic field strength and temperature: 

𝑀∗ = 𝜒𝑚𝐻∗                                                                             (13)                                          

𝜒𝑚  is the magnetic susceptibility and varies with temperature: 

𝜒𝑚 =
𝜒0

1+𝛽(𝑇∗−𝑇0)
                                                                      (14) 

χ0, β and T0 are constant parameters that are obtained by experi-
mental research. 

The applied magnetic induction components in non-
dimensional form are written as: 

Bx
∗ =  (𝐻𝑥

∗ + 𝑀∗)  =   (𝐻𝑥
∗ + 𝜒𝑚𝐻∗)  =   (𝐻𝑥

∗ +

𝜒𝑚√𝐻𝑦
∗2 + 𝐻𝑥

∗2)                                                                       (15) 

By
∗ =  (𝐻y

∗ + 𝑀∗)  =   (𝐻y
∗ + 𝜒𝑚𝐻∗)  =   (𝐻y

∗ +

𝜒𝑚√𝐻𝑦
∗2 + 𝐻𝑥

∗2)                                                                    (16) 

1.5.   Numerical method of solution 

The non-linear governing equations of laminar mixed convec-
tion heat transfer in a heated square cylinder with a constant heat 
flux are solved using ANSYS FLUENT computational fluid dynam-
ics (CFD) coupled with a finite volume approach in a heated 
square cylinder with constant heat flux. To execute all of the 
simulations, the ANSYS FLUENT commercial solver was utilised, 
along with User-Defined Functions that were written to include the 
effects of magnetic field and represent the MHD-FHD governing 
equations. A typical scalar transport equation is converted into an 
algebraic equation that can be solved numerically using the con-
trol volume-based technique. It is made up of the following steps: 

Using a computational grid, divide the domain into discrete 
control volumes. 

 Integrating the governing equations on individual control 
volumes to create algebraic equations for discrete dependent 
variables like velocities, pressure and temperature. 

 Linearisation of discretised equations and solution of the 
resulting linear equation system to produce updated depend-
ent variable values. Details about the solver algorithms used 
by ANSYS FLUENT can be found in [50]. 

1.6. Entropy generation 

The knowledge of thermodynamics for fluid circulation in con-
fined regions is based on the fundamental idea of entropy genera-
tion, which measures the level of disorder within a system. 

By taking into account those considerations, a common ex-
pression for entropy generation may be formulated as follows [28, 
33]: 

 

𝐸𝑔𝑒𝑛 =
𝑘𝑛𝑓 (𝛻 𝑇)

𝑇𝑐
2 +
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)
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)
2

+ (
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+

𝜕𝑣

𝜕𝑦
)
2

} +

𝐽2

𝜎𝑛𝑓 𝑇𝑐
                                                                                          (17) 

 

Therefore, the entropy generation expression for fluid flow 
through a heated square cylinder is  

 

𝐸𝑔𝑒𝑛 =
𝑘𝑛𝑓 [(
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)
2
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𝜕𝑦
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2
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(
𝜕𝑢
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𝜕𝑣

𝜕𝑦
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} +
𝜎𝑛𝑓 (𝑢𝐵𝑦−𝑣𝐵𝑥)2

 𝑇𝑐
                                                 (18) 

 

By using Tab. 1, the above dimensional form of entropy gen-
eration can be reduced into non-dimensional form, and it will be 
written as: 

 �̅�𝑔𝑒𝑛  =  
𝐸𝑔𝑒𝑛

𝐸
                                                           

�̅�𝑔𝑒𝑛 = 
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2
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2
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(
𝜕𝑈

𝜕𝑋
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𝜕𝑉

𝜕𝑌
)
2
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𝜎𝑛𝑓

𝜎𝑓

𝑁 𝐵𝑟 𝑅𝑒

𝐴𝐴
(𝑈𝐵𝑦

∗ − 𝑉𝐵x
∗)2                            (19) 

where  

𝐵𝑟  =  𝑃𝑟 . 𝐸𝑐 ,   AA =
𝑇ℎ−𝑇𝑐

𝑇𝑐
. 

1.7.   Grid-Independence Analysis 

To ensure the stability of numerical simulations, the truncation 
error becomes negligible when the calculations yield consistent 
results irrespective of grid density or sparsity. Consequently, the 
truncation error and the overall validity of numerical outputs hinge 
on the grid’s independence. The reliability of numerical simula-
tions can be significantly impacted by the stability of results with 
varying grid resolutions. While, in theory, a dense grid could miti-
gate this concern in grid-independent scenarios, it may lead to 
unnecessary utilisation of computational resources. Therefore, 
identifying the optimal grid size is crucial. 

  Tab. 2. Grid-independence test 

Grid 
𝒌𝒏𝒇

𝒌𝒇
 Nusselt number 

100  100 1.154 5.144 

200  200 1.125 5.118 

400  400 1.1145 5.105 

800  800 1.1128 5.085 

1,000  1,000 1.1121 5.0846 

In the present investigation, determining the optimal grid sys-
tem involves conducting a ‘grid independence test’. This test 
serves as a mechanism for selecting a mesh density that is both 
computationally accurate and economically feasible. The optimal 

grid size, specified as (800  800), is outlined in Tab. 2; further 
refinement of the mesh size does not enhance accuracy. 
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2. RESULTS AND DISCUSSION 

A complete numerical research employing CuO–water 
nanofluid and varying magnetic field intensities to analyse laminar 
mixed convection heat transfer around a heated square cylinder. 
For various values of magnetic field, Richardson number, volume 
fraction, size and type (CuO–water) of nanoparticles, numerical 
simulation results are reported in terms of streamlines, isotherms, 
velocity magnitude, temperature and average Nusselt number. 
When compared to some previously published experimental 
results of CuO–water nanofluids, the current data is found to be 
similar to Lee et al. [54], implying that they might be used as heat 
transfer fluids. Tab. 3, provides the default values for different 
physical parameters and their source of references. 

Tab. 3. Range of physical parameters with sources   

Parameter Range Source 

𝑅𝑒 1 − 1,000 Uddin et al. [51] 

𝑀𝑛𝑓 0 − 2.02  1012 Abdi et al. [52] 

𝑁 0 − 0.1 Tzirtzilakis and Xenos [53] 

𝑃𝑟 4.623 Abdi et al. [52] 

𝑅𝑖 0 − 10 Shahi et al. [7] 

 
Figs. 2a and b demonstrate the validation process for the 

mathematical model formulation and computational method et al. 
[22], subject to certain assumptions. Specifically, our model disre-
gards the influence of the magnetic field,  validation of the Nusselt 
number is presented graphically, while Fig. 2b illustrates the 
validation of velocity through nanoparticle absence and the effect 
of viscous dissipation, while the Newtonian fluid properties have 
been considered instead of considering non-Newtonian fluid 
(Power-law fluid) in Bouaziz et al.’s[22] work. The validation pro-
cess follows accuracy employed in the current research. In Fig. 
2a, the contour representation. This validation is conducted by 
comparing the current research with the findings of Bouaziz the 
control volume finite element method used in [22], and the simula-
tion of the present work is executed in ANSYS FLUENT Software 
employing the finite volume methodology. Fig. 2a demonstrates a 
substantial agreement in Nusselt number between the current 
study and the observations in [22]. Similarly, Fig. 2b depicts the 
validation of velocity contours, aligning well with the outcomes of 
the prior work [22].  

 
Fig. 2 (a)  Validation of Present study for Nusselt number with Bouaziz et 

al. [22] 

 
Fig. 2 (b) Contour of velocity magnitude 

 
Fig. 3.   Thermal conductivity vs concentration of nanoparticles for differ-

ent values of nanoparticles diameter 

Fig. 3 shows the effective thermal conductivity, defined as 
keff/kf, as a function of particle volume percent and nanoparticle 
diameter at 300 K. This figure shows that nanoparticles CuO is 
more thermally conductive than the base fluid water, therefore, 
when mixed into water, it increases the nanofluid thermal conduc-
tivity. Furthermore, as the volume fraction of CuO nanoparticles in 
the flow increases, the thermal conductivity ratio improves, and 
this improvement is approximately 12.5% for 0.05 volume fraction 
when compared to 0.01 volume fraction. This is consistent with 
other studies, which show that the thermal conductivity of nanoflu-
ids rises linearly with particle loading (Philip et al. 55, Shima et al. 
56). It is also observed that, for a fixed particle volume fraction, 
when the smaller diametric size nanoparticles are added into 
water, it produced more thermal conductivity compared with mix-
ing large diametric nanoparticles. This happens because, small 
diametric particles quickly dissolve into water and have a higher 
efficiency of forming strong bonds with water molecules. There-
fore, from the figure, it can be easily seen that the thermal con-
ductivity of a particle with a diameter of 30 nm is higher than that 
of a particle with a diameter of 50 nm or 100 nm. 

In Fig. 4, the impact of varied nanoparticle sizes on thermal 
conductivity (keff/kf) is depicted across different temperatures. It is 
essential to highlight that as the temperature (T) increases, there 
is a corresponding increase in thermal conductivity. This phenom-
enon can be attributed to the incorporation of nanoparticles into 
the base fluid (water), resulting in an elevation of the fluid’s ther-
mal conductivity. Furthermore, the presence of ultra-fine particles 
induces irregular and chaotic movement within the fluid, thereby 
enhancing its energy exchange rates [57]. Comparing our findings 
with previously published experimental results on CuO–water 
nanofluids, particularly those by Das et al. [58] and Liu et al. [59], 
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a consistent pattern emerges. The observed similarity suggests 
robustness and reliability in the behaviour of nanofluids containing 
different sizes of CuO nanoparticles. Specifically, Fig. 4 elucidates 
that nanofluids based on water and featuring 30 nm CuO nano-
particles exhibit a significantly higher sensitivity to temperature 
changes compared to those incorporating particles of sizes 50 nm 
and 100 nm. This heightened temperature sensitivity underscores 
the intricate interplay between nanoparticle dimensions and their 
influence on the thermal properties of the nanofluid system. 

 
Fig. 4. Thermal conductivity for different values of nanoparticles diameter 

 
Fig. 5.   Nusselt number vs concentration of nanoparticles for different 

values of nanoparticle diameter 

Fig. 5 shows the Nusselt number in relation to nanoparticle con-
centration for various values of nanoparticle diameter. The heat 
transfer rate increases monotonically as dnp grows for each value 
of dnp, and this enhancement is found to be more substantial for 
dnp = 30 nm than 50 nm and 100 nm. Furthermore, the higher 
thermal conductivity of the nanofluid is linked to the sensitivity of 
thermal boundary layer thickness with mass fraction. As a result, 
higher thermal conductivity values are coupled with higher thermal 
diffusivity values. As shown, a high degree of thermal diffusivity 
produces a decrease in temperature gradients and, as a result, an 
increase in boundary thickness. The Nusselt number is reduced 
when the thermal boundary layer thickness increases, however, 
the Nusselt number is a multiplication of the temperature gradient 
and the heat transfer coefficient. Because the reduction in tem-
perature gradient caused by the presence of nanoparticles is 
significantly smaller than the thermal conductivity ratio, increasing 
the bulk fraction improves Nusselt. According to Martnez-
Cuencaco et al. [60], the heat transfer improvement achieved in 
nanofluids is primarily due to a Pr number change (viscosity 

change). Buschmann [61] also determined that using a combina-
tion of Reynolds and Prandtl numbers to describe laminar nanoflu-
id pipe flow with inserted twisted tape is sufficient because two-
phase flow effects such as Brownian and thermophoretic diffusion 
are minor.       

 
Fig. 6. Nusselt number vs temperature at φ = 5% 

In Fig. 6, the variation in global time-averaged Nusselt number 
under the presence of 5% CuO nanoparticle, is graphically repre-
sented in relation to the temperature variable T, specifically over 
the heat transmission surface of the square cylinder. An interest-
ing phenomenon is visible, in which an increase in temperature T 
coincides with an observable decrease in heat transfer rate. The 
diminution in heat transfer with escalating temperature is attribut-
able to a complex interplay of physical factors. One key contribu-
tor is the alteration in fluid properties induced by changing tem-
peratures. The transition from T = 300 K to T = 350 K leads to 
variations in the fluid’s viscosity and density, influencing the dy-
namics of the boundary layer and subsequently affecting the 
efficiency of convective heat transfer. Additionally, fluctuations in 
the thermal conductivity of the fluid contribute to its altered capaci-
ty for heat conduction. Therefore, a quantified 22% decrease in 
heat transfer when transitioning from T = 300 K to T = 350 K 
underscores the system’s sensitivity to thermal variations.  

Fig. 7 illustrates the fluctuation of the Nusselt number con-
cerning diverse concentrations of nanoparticles under distinct 
magnetic field strengths. It is evident that the Nusselt number 
exhibits an upward trend with escalating particle concentration 
and magnetic field strength. Notably, when the magnetic field 
intensity is <200 T, the rise in the Nusselt number appears to be 
more restrained, registering a moderate increase of 6%. However, 
when the magnetic field strength surpasses 200 T, there is a 
pronounced and steep ascent in the Nusselt number, reaching an 
impressive 35%. The observed correlation between increasing 
particle concentration, magnetic field strength, and the Nusselt 
number can be elucidated through the underlying physical pro-
cesses. At lower magnetic field intensities, the response of nano-
particles to the magnetic field is comparatively subdued, resulting 
in a more controlled enhancement of the Nusselt number. As the 
magnetic field strength >200 T, the intensified magnetic forces 
exerted on the nanoparticles lead to a more substantial impact on 
fluid flow and heat transfer. This heightened influence manifests in 
a sharp escalation of the Nusselt number, indicating a more pro-
nounced augmentation in convective heat transfer. 

Fig. 8 depicts the relationship between the global time-
averaged Nusselt Number and the Richardson number for various 
magnetic field intensities. It is evident that the Nusselt number 
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falls as the Richardson number rises, whereas the magnetic field 
has the opposite effect. When the magnetic field strength is in-
creased from 400 T to 500 T, there is a significant difference. The 
Lorentz force increases as the magnetic field intensity increases, 
causing a reduction in fluid flow convection in the cylinder and, as 
a result, an increase in heat transfer across the cylinder as more 
heat transfer occurs in the system. 

 
Fig. 7.   Nusselt number vs concentration of nanoparticles for different 

values of magnetic field 

 
Fig. 8.   Nusselt number vs Richardson number for different values of 

magnetic field 

 
Fig. 9. Entropy for varying intensity of magnetic field 

Fig. 9 shows how the dimensionless total entropy changes 
when the nanoparticle concentration changes at different magnet-
ic strengths. Entropy is basically, the unused energy which further 
cannot be used for doing mechanical work. The nanoparticles are 
higher thermal conductive than the water, so when particles are 
mixed with the water, it enhances the base fluid’s thermal conduc-

tivity, therefore the temperature of nanofluid enhances significant-
ly according to the volume percentage of nanoparticles. This 
increased temperature, produces more energy into the flow, but 
due to sudden surge in energy, most of the energy is not taken for 
useful works. As a result, the entropy of the flow rises with the 
mixing of nanoparticles which have more thermal conductivity 
than the base fluid. Also, it is observed that flow temperature 
enhances significantly with the increase in magnetic field intensity, 
due to this, the flow generates more entropy. Therefore, it can be 
seen through the figure that with the increase in magnetic field 
intensity, the entropy production into the flow rises significantly. 

Contours of static temperature for different sizes of nanofluids 
are shown in Figs. 10a–c. It is noticed that the contours become 
less condensed in the region of the top of the cylinder when the 
size of the nanoparticle decreases. However, when the nanoparti-
cle size increases, the temperature contours are slightly shifted 
away from the cylinder’s surface, resulting in a low-temperature 
gradient visible from the contours, especially near the rear face, 
and the thermal boundary layer around the solid walls of the 
square cylinder is found to be thick. It is obvious from these find-
ings that the nanoparticle dimension dnp = 30 nm has a major 
impact on the cylinder’s stability. Furthermore, the heat transfer 
rate improves significantly when the size of nanoparticles de-
creases at the same concentration. Also, the colour range from 
blue to red represents the temperature variation in the cylinder 
from minimum to high. It is noted that the length of temperature 
contours increases when the size of nanoparticle decreases. This 
is in agreement with the previous study on nanofluids under the 
influence of magnetic field. 

 a

 b

c 

 
Fig. 10. Contour of total temperature for B = 100 T and dnp = (a) 30 nm 

(b) 50 nm (c) 80 nm 

Figs. 11a–c show the contour of velocity magnitude in the cyl-
inder of CuO–water nanofluid with magnetic field B = 100 T and 
different sizes of nanoparticles. It can be noted that, for dnp = 50 
nm and dnp = 80 nm, the periodic flow is defined by the alternate 
shedding of vortices into the stream from the bottom face of the 
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square cylinder. Vortex shedding on both sides of the square 
cylinder is suppressed at dnp = 30 nm. Vortex shedding is a broad 
term for a variety of physical phenomena. Vortices are shed alter-
nately from the top and bottom of the cylinder when this happens. 
The physical changes in the local flow are always followed by the 
shedding of vortices. It causes pressure and flow velocity to fluc-
tuate in the cylinder’s immediate vicinity. 

 a

 b

c 

 

Fig. 11. Contour of velocity magnitude with magnetic field B = 100 T and 
dnp = (a) 30 nm (b) 50 nm (c) 80 nm 

a 

 b 

 c 

 

Fig. 12. Contour of static temperature for dnp = 30 nm and magnetic field 
B (a) 100 T (b) 200 T (c) 300 T 

 a 

 b 

 c 

 

Fig. 13. Contour of velocity magnitude for magnetic field B = (a) 100 T  
(b) 200 T (c) 300 T 

Contours of static temperature for different intensities of mag-
netic field are shown in Figs. 12a–c. It is observed that the tem-
perature contours are much denser near the front surface of the 
cylinder, which explains the higher temperature gradient. By 
increasing the magnetic field strength, the secondary eddy gradu-
ally became bigger and the primary eddy became smaller. The 
isotherms show that the effect of the magnetic field is suppressing 
the convective heat transfer mechanism. This is due to uniformly 
distributed isotherms in the cavity, especially at the bottom. It is 
also clear that the heat transfer curve reaches a peak at the cor-
ners of the top and bottom surfaces of the cylinder which is due to 
the high temperature gradients at these points. 

 Contours of velocity magnitude for dnp = 30 nm in the cylin-
der with different intensities of magnetic fields are shown in Fig. 
13a–c. When the intensity of the magnetic field drops, the length 
of the velocity contours increases. This means that the magnetic 
field causes the fluid flow to slow down, resulting in higher heat 
transfer in the system. As a result of the increased magnetic field, 
the heat transfer across the cylinder increases, and the velocity of 
the CuO–water nanofluid drops. The Lorentz force increases as 
the magnetic field strength increases, resulting in less fluid flow 
convection in the cylinder, as evidenced by the decrease in vor-
texes as the magnetic field intensity rises. 

Fig. 14 depicts the streamlines of the fluid crossing the square 
cylinder in the channel at various intensities of the applied mag-
netic field (a–c). With a rise in the magnetic field, the heat convec-
tion across the cylinder increases but the velocity falls marginally. 
The periodic flow defined by the alternate shedding of vortices 
from the bottom face of the square cylinder into the stream may 
be seen for B = 200 T and B = 300 T. Vortex shedding is sup-
pressed at the top of the square cylinder when B = 100 T. 
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Fig. 14. Streamlines Velocity in the cylinder with dnp = 30 nm and the 

influence of magnetic field B (a) 100 T (b) 200 T (c) 300 T 

3. CONCLUSIONS 

A numerical analysis of unsteady, laminar flow and heat trans-
fer of CuO–water nanofluid past a heated square cylinder inside a 
vertical channel has been discussed in the presence of a magnet-
ic field. The entropy generation also calculates different magnetic 
field intensities for various nanoparticle volume fractions. In this 
work, the impact of several parameters such as nanoparticle 
volume fraction, nanoparticle size, magnetic field intensity, Rich-
ardson number on the velocity, thermal conductivity, Nusselt 
number and entropy profile have been discussed with the help of 
both graphs and contours. This computational study is performed 
using the ANSYS FLUENT CFD software, which uses the finite 
volume approach for solving governing equations. The findings 
are poised to influence the design and optimisation of various 
technological applications, spanning electronic devices, cooling 
systems and other engineering domains where efficient heat 
transfer is paramount. Thus, the research not only expands the 
current scientific understanding but also directly informs and 
advances technology with real-world applications. The following is 
the conclusion reached as a result of this research: 

 As the Richardson number rises, it induces a reduction in the 
Nusselt number, while conversely, the intensity of the magnet-
ic field exerts a contrasting influence, leading to an augmenta-
tion in its effect. 

 Diminishing the nanoparticle size results in an elevation of the 
Nusselt number at a specified concentration, whereas amplify-
ing the nanoparticle concentration leads to an increased 
Nusselt number at a given particle size.  

 The incorporation of nanoparticles improves thermal conduc-
tivity and alters the structure of the flow field, consequently 
leading to heightened heat transfer. 

 The stability of the cylinder is notably influenced by the nano-
particle diameter, specifically when the diameter is observed 
to be dnp = 30 nm. 

 The entropy of a flow is directly related to nanoparticle volume 
fraction and magnetic field intensity. 
 

List of Symbols: 
𝐶𝑝= specific heat of the fluid 

𝐻 = channel width  

𝑑 = diameter 

ℎ = side length of a square cylinder 

𝑡 = time  

𝑘 = thermal conductivity  

𝐿 = length of the channel 

𝑃𝑟 = Prandtl number 

𝑅𝑖  = Richardson number 

𝑇 = dimensional temperature 

𝑡 = time nondimensionalised by u0/h 

𝑢𝑜= mean cHannel inlet velocity 

𝑉 = velocity vector numdimensionalised by 𝑈𝑜 

𝑋𝑢= distance from body to inlet 
𝑋𝑑= distance from body to outlet 

𝜇𝑓= base fluid viscocity 

𝜇𝑛𝑓= nanofluid viscocity 

𝐾𝑠= thermal conductivity of metallic nanoparticle 

𝐾𝑓= thermal conductivity of base fluid 

𝐾𝑛𝑓= thermal conductivity of nanofluid 

𝜌𝑠= metallic nanoparticle density 

𝜌𝑓= base fluid density 

𝜌𝑛𝑓= nanofluid density 

(𝜌𝐶𝑝) 𝑓= heat capacitance of base fluid 

(𝜌𝐶𝑝) 𝑛𝑓= heat capacitance of nanofluid 

(𝜌𝛾)𝑛𝑓= thermal expansion coefficient of nanofluid 

ɸ = volume fraction 

𝐺𝑟= Grashof number  

𝑅𝑒= Reynolds number  

𝐵𝑟= Brinkman number 

𝐸𝑐= Eckert number 

 = entropy generation 
𝐵𝑛𝑝= coefficient of thermal expansion  

𝐵𝑥= x-component of the magnetic flux density 

𝐵𝑦= y-component of the magnetic flux density 

REFERENCES 

1. Seyyedi SM, Hashemi-Tilehnoee M, del Barrio EP, Dogonchi AS, 
Sharifpur M. Analysis of magneto-natural-convection flow in a semi-
annulus enclosure filled with a micropolar-nanofluid; a computational 
framework using CVFEM and FVM. Journal of Magnetism and Mag-
netic Materials. 2023; 568:170407. 
  https://doi.org/10.1016/j.jmmm.2023.170407 

2. Abbas N, Nadeem S, Issakhov A. Transportation of modified nanoflu-
id flow with time dependent viscosity over a Riga plate: exponentially 
stretching. Ain Shams Engineering Journal. 2021;12(4):3967-73.   
 https://doi.org/10.1016/j.asej.2021.01.034 

3. Lee S, Choi SS, Li SA, Eastman JA. Measuring thermal conductivity 
of fluids containing oxide nanoparticles. 1999;121:280–289.  
https://doi.org/10.1115/1.2825978 

4. Mostafizur RM, Saidur R, Aziz AA, Bhuiyan MH. Thermophysical 
properties of methanol based Al2O3 nanofluids. International Journal 
of Heat and Mass Transfer. 2015;85:414-9.    
https://doi.org/10.1016/j.ijheatmasstransfer.2015.01.075 

https://doi.org/10.1016/j.asej.2021.01.034
https://doi.org/10.1115/1.2825978
https://doi.org/10.1016/j.ijheatmasstransfer.2015.01.075


Madhu Sharma, Bhupendra K. Sharma, Chandan Kumawa, Arun K. Jalan, Neyara Radwan                                                                                       DOI 10.2478/ama-2024-0057 
Computational Analysis of MHD Nanofluid Flow Across a  Heated Square Cylinder with Heat Transfer and Entropy Generation 

546 

5. Sharma BK, Kumawat C, Bhatti MM. Optimizing energy generation in 
power-law nanofluid flow through curved arteries with gold nanoparti-
cles. Numerical Heat Transfer, Part A: Applications. 2023;1-33.  
https://doi.org/10.1080/10407782.2023.2232123 

6. Wen D, Ding Y. Experimental investigation into convective heat 
transfer of nanofluids at the entrance region under laminar flow con-
ditions. International journal of heat and mass transfer. 
2004;47(24):5181-8.   
https://doi.org/10.1016/ j.ijheatmasstransfer.2004.07.012 

7. Shahi M, Mahmoudi AH, Talebi F. Numerical study of mixed convec-
tive cooling in a square cavity ventilated and partially heated from the 
below utilizing nanofluid. International Communications in Heat and 
Mass Transfer. 2010;37(2):201-13.  
https://doi.org/10.1016/j.icheatmasstransfer.2009.10.002 

8. Bovand M, Rashidi S, Esfahani JA. Enhancement of heat transfer by 
nanofluids and orientations of the equilateral triangular obstacle. En-
ergy conversion and management. 2015;97:212-23.   
https://doi.org/10.1016/j.enconman.2015.03.042 

9. Hayat T, Khan MI, Waqas M, Alsaedi A, Farooq M. Numerical simu-
lation for melting heat transfer and radiation effects in stagnation 
point flow of carbon–water nanofluid. Computer methods in applied 
mechanics and engineering. 2017;315:1011-24.    
https://doi.org/10.1016/j.cma.2016.11.033 

10. Hayat T, Waqas M, Alsaedi A, Bashir G, Alzahrani F. Magnetohydro-
dynamic (MHD) stretched flow of tangent hyperbolic nanoliquid with 
variable thickness. Journal of molecular liquids. 2017 Mar 1;229:178-
84. Available from : https://doi.org/10.1016/j.molliq.2016.12.058 

11. Sheikholeslami M, Ellahi R. Electrohydrodynamic nanofluid hydro-
thermal treatment in an enclosure with sinusoidal upper wall. Applied 
Sciences. 2015;5(3):294-306.  
https://doi.org/10.3390/app5030294 

12. Sheikholelami M, Chamkha AJ. Electrohydrodynamic free convection 
heat transfer of a nanofluid in a semi-annulus enclosure with a sinus-
oidal wall. Numerical Heat Transfer, Part A: Applications. 
2016;69(7):781-93. https://doi.org/10.1080/10407782.2015.1090819 

13. Kandelousi MS, Ellahi R. Simulation of ferrofluid flow for magnetic 
drug targeting using the lattice Boltzmann method. Zeitschrift für 
Naturforschung A. 2015;70(2):115-24.  
 https://doi.org/10.1515/zna-2014-0258 

14. Sarfraz M, Khan M, Al-Zubaidi A, Saleem S. Tribology-informed 
analysis of convective energy transfer in ternary hybrid nanofluids on 
inclined porous surfaces. Tribology International. 2023;188:108860.  
https://doi.org/10.1016/j.triboint.2023.108860 

15. Sarfraz M, Khan M, Al-Zubaidi A, Saleem S. Enhancing energy 
transport in Homann stagnation-point flow over a spiraling disk with 
ternary hybrid nanofluids. Case Studies in Thermal Engineering. 
2023;49:103134.  
https://doi.org/10.1016/j.csite.2023.103134 

16. Chaudhary RC, Sharma BK. Combined heat and mass transfer by 
laminar mixed convection flow from a vertical surface with induced 
magnetic field. Journal of Applied Physics. 2006;99(3):034901.  
https://doi.org/10.1063/1.2161817 

17. Sharma BK, Mishra A, Gupta S. Heat and mass transfer in magneto-
biofluid flow through a non-Darcian porous medium with Joule effect. 
Journal of Engineering Physics and Thermophysics. 2013;86:766-74.   

17. https://link.springer.com/article/10.1007/s10891-013-0893-0 
18. Raj Kumawat S, Vyas H, Mohan R, Sasidharan R, Yadav B, Gupta 

N. 90 versus 60 min of early skin‐to‐skin contact on exclusive breast-
feeding rate in healthy infants'≥ 35 weeks: A randomised controlled 
trial. Acta Paediatrica. 2024;113(2):199-205.   
https://doi.org/10.1111/apa.17021 

19. Mishra A, Sharma BK. MHD mixed convection flow in a rotating 
channel in the presence of an inclined magnetic field with the Hall ef-
fect. Journal of Engineering Physics and Thermophysics. 2017; 
90:1488-99. https://doi.org/10.1007/s10891-017-1710-y 

20. Sharma S, Maiti DK, Alam MM, Sharma BK. Nanofluid flow and heat 
transfer from heated square cylinder in the presence of upstream 
rectangular cylinder under Couette-Poiseuille flow. Wind Struct. 
2019;29(1):65-75. https://doi.org/10.12989/was.2019.29.1.065     

21. Turki S, Abbassi H, Nasrallah SB. Effect of the blockage ratio on the 
flow in a channel with a built-in square cylinder. Computational Me-
chanics. 2003;33:22-9. https://doi.org/10.1007/s00466-003-0496-2 

22. Bouaziz M, Kessentini S, Turki S. Numerical prediction of flow and 
heat transfer of power-law fluids in a plane channel with a built-in 
heated square cylinder. International Journal of Heat and Mass 
Transfer. 2010;53(23-24):5420-9.    
https://doi.org/10.1016/j.ijheatmasstransfer.2010.07.014 

23. Hayat T, Anwar MS, Farooq M, Alsaedi A. Mixed convection flow of 
viscoelastic fluid by a stretching cylinder with heat transfer. Plos one. 
2015;10(3):e0118815. https://doi.org/10.1371/journal.pone.0118815 

24. Sharma BK, Sharma P, Mishra NK, Fernandez-Gamiz U. Darcy-
Forchheimer hybrid nanofluid flow over the rotating Riga disk in the 
presence of chemical reaction: artificial neural network approach. Al-
exandria Engineering Journal. 2023;76:101-30.   
https://doi.org/10.1016/j.aej.2023.06.014        

25. Kumar A, Sharma BK, Gandhi R, Mishra NK, Bhatti MM. Response 
surface optimization for the electromagnetohydrodynamic Cu-
polyvinyl alcohol/water Jeffrey nanofluid flow with an exponential 
heat source. Journal of Magnetism and Magnetic Materials. 
2023;576:170751. https://doi.org/10.1016/j.jmmm.2023.170751 

26. Sharma BK, Sharma P, Mishra NK, Noeiaghdam S, Fernandez-
Gamiz U. Bayesian regularization networks for micropolar ternary 
hybrid nanofluid flow of blood with homogeneous and heterogeneous 
reactions: Entropy generation optimization. Alexandria Engineering 
Journal. 2023;77:127-48. https://doi.org/10.1016/j.aej.2023.06.080  

27. Sharma BK, Khanduri U, Mishra NK, Chamkha AJ. Analysis of 
Arrhenius activation energy on magnetohydrodynamic gyrotactic mi-
croorganism flow through porous medium over an inclined stretching 
sheet with thermophoresis and Brownian motion. Proceedings of the 
Institution of Mechanical Engineers, Part E: Journal of Process Me-
chanical Engineering. 2023;237(5):1900-14.   
https://doi.org/10.1177/09544089221128768 

28. Dogonchi AS, Mishra SR, Chamkha AJ, Ghodrat M, Elmasry Y, 
Alhumade H. Thermal and entropy analyses on buoyancy-driven flow 
of nanofluid inside a porous enclosure with two square cylinders: Fi-
nite element method. Case Studies in Thermal Engineering. 
2021;27:101298. https://doi.org/10.1016/j.csite.2021.101298 

29. Afshar SR, Mishra SR, Dogonchi AS, Karimi N, Chamkha AJ, 
Abulkhair H. Dissection of entropy production for the free convection 
of NEPCMs-filled porous wavy enclosure subject to volumetric heat 
source/sink. Journal of the Taiwan Institute of Chemical Engineers. 
2021;128:98-113. https://doi.org/10.1016/j.jtice.2021.09.006 

30. Shao W, Nayak MK, El-Sapa S, Chamkha AJ, Shah NA, Galal AM. 
Entropy optimization of non-Newtonian nanofluid natural convection 
in an inclined U-shaped domain with a hot tree-like baffle inside and 
considering exothermic reaction. Journal of the Taiwan Institute of 
Chemical Engineers. 2023;148:104990.  
https://doi.org/10.1016/j.jtice.2023.104990 

31. Dogonchi AS, Bondareva NS, Sheremet MA, El-Sapa S, Chamkha 
AJ, Shah NA. Entropy generation and heat transfer performance 
analysis of a non-Newtonian NEPCM in an inclined chamber with 
complicated heater inside. Journal of Energy Storage. 
2023;72:108745. https://doi.org/10.1016/j.est.2023.108745 

32. Nayak MK, Dogonchi AS, Rahbari A. Free convection of Al2O3-water 
nanofluid inside a hexagonal-shaped enclosure with cold diamond-
shaped obstacles and periodic magnetic field. Case Studies in Ther-
mal Engineering. 2023;50:103429.   
https://doi.org/10.1016/j.csite.2023.103429 

33. Sharma BK, Kumawat C, Makinde OD. Hemodynamical analysis of 
MHD two phase blood flow through a curved permeable artery hav-
ing variable viscosity with heat and mass transfer. Biomechanics and 
Modeling in Mechanobiology. 2022;21(3):797-825.   
https://doi.org/10.1007/s10237-022-01561-w 

https://doi.org/10.1080/10407782.2023.2232123
https://doi.org/10.1016/%20j.ijheatmasstransfer.2004.07.012
https://doi.org/10.1016/j.icheatmasstransfer.200
https://doi.org/10.1515/zna-
https://doi.org/10.1016/j.triboint.2023.108860.
https://link.springer.com/article/10.1007/s10891
https://doi.org/10.1007/s00466-
https://doi.org/10.1016/j.ijheatmasstransfer.2010.07.014


DOI 10.2478/ama-2024-0057                                                                                                                                                         acta mechanica et automatica, vol.18 no.3 (2024) 

 

547 

34. Sharma BK, Kumawat C, Khanduri U, Mekheimer KS. Numerical 
investigation of the entropy generation analysis for radiative mhd 
power-law fluid flow of blood through a curved artery with hall effect. 
Waves in Random and Complex Media. 2023:1-38.   
https://doi.org/10.1080/17455030.2023.2226228 

35.  Kumawat C, Sharma BK, Al-Mdallal QM, Rahimi-Gorji M. Entropy 
generation for MHD two phase blood flow through a curved permea-
ble artery having variable viscosity with heat and mass transfer. In-
ternational Communications in Heat and Mass Transfer. 2022;133: 
105954. https://doi.org/10.1016/j.icheatmasstransfer.2022.105954 

36. Koo J, Kleinstreuer C. Laminar nanofluid flow in microheat-sinks. 
International journal of heat and mass transfer. 2005;48(13):2652-61. 
https://doi.org/10.1016/j.ijheatmasstransfer.2005.01.029 

37. Santra AK, Sen S, Chakraborty N. Study of heat transfer due to 
laminar flow of copper–water nanofluid through two isothermally 
heated parallel plates. International journal of thermal sciences. 
2009;48(2):391-400.https://doi.org/10.1016/j.ijthermalsci.2008.10.004 

38. Yasmeen T, Hayat T, Khan MI, Imtiaz M, Alsaedi A. Ferrofluid flow 
by a stretched surface in the presence of magnetic dipole and homo-
geneous-heterogeneous reactions. Journal of Molecular liquids. 
2016;223:1000-5. https://doi.org/10.1016/j.molliq.2016.09.028 

39. Nawaz M, Nazir U, Saleem S, Alharbi SO. An enhancement of 
thermal performance of ethylene glycol by nano and hybrid nanopar-
ticles. Physica A: Statistical Mechanics and its Applications. 
2020;551:124527. https://doi.org/10.1016/j.physa.2020.124527 

40. Sohankar A, Norberg C, Davidson L. Low‐Reynolds‐number flow 

around a square cylinder at incidence: study of blockage, onset of 
vortex shedding and outlet boundary condition. International journal 
for numerical methods in fluids. 1998;26(1):39-56.   
https://doi.org/10.1002/(SICI)1097-0363 

41. Abbassi H, Turki S, Nasrallah SB. Channel flow past bluff-body: 
outlet boundary condition, vortex shedding and effects of buoyancy. 
Computational Mechanics.2002;28(1):10-6.  
https://doi.org/10.1007/s004660100261 

42. Masoumi N, Sohrabi N, Behzadmehr A. A new model for calculating 
the effective viscosity of nanofluids. Journal of Physics D: Applied 
Physics. 2009;42(5):055501.  DOI 10.1088/0022-3727/42/5/055501 

43. Xuan Y, Roetzel W. Conceptions for heat transfer correlation of 
nanofluids. International Journal of heat and Mass transfer. 
2000;43(19):3701-7. https://doi.org/10.1016/S0017-9310(99)00369-5 

44. Vajjha RS, Das DK. Experimental determination of thermal conduc-
tivity of three nanofluids and development of new correlations. Inter-
national journal of heat and mass transfer. 2009;52(21-22):4675-82.  
 https://doi.org/10.1016/j.ijheatmasstransfer.2009.06.027 

45. Dogonchi AS, Waqas M, Afshar SR, Seyyedi SM, Hashemi-
Tilehnoee M, Chamkha AJ, Ganji DD. Investigation of magneto-
hydrodynamic fluid squeezed between two parallel disks by consider-
ing Joule heating, thermal radiation, and adding different nanoparti-
cles. International Journal of Numerical Methods for Heat & Fluid 
Flow. 2020;30(2):659-80. https://doi.org/10.1108/HFF-05-2019-0390 

46. Abbas N, Nadeem S, Issakhov A. Transportation of modified nanoflu-
id flow with time dependent viscosity over a Riga plate: exponentially 
stretching. Ain Shams Engineering Journal. 2021;12(4):3967-73.  
 https://doi.org/10.1016/j.asej.2021.01.034  

47. Sivaraj R, Animasaun IL, Olabiyi AS, Saleem S, Sandeep N. Gyro-
tactic microorganisms and thermoelectric effects on the dynamics of 
29 nm CuO-water nanofluid over an upper horizontal surface of pa-
raboloid of revolution. Multidiscipline Modeling in Materials and Struc-
tures. 2018 Oct 8;14(4):695-721.  https://doi.org/10.1108/MMMS-10-
2017-0116 

48. Owen MS. ASHRAE Handbook: Fundamentals, American Society of 
Heating. Refrigeration and Air-Conditioning Engineers. 2009. 

49. Scarpa F, Smith FC. Passive and MR fluid-coated auxetic PU foam–
mechanical, acoustic, and electromagnetic properties. Journal of in-
telligent material systems and structures. 2004;15(12):973-9.  
https://doi.org/10.1177/1045389X04046610 

50. ANSYS C. Reference Guide. Release 12.1. ANSYS. Inc. 2009. 
 
 

51. Uddin MJ, Rasel SK, Rahman MM, Vajravelu K. Natural convective 
heat transfer in a nanofluid-filled square vessel having a wavy upper 
surface in the presence of a magnetic field. Thermal Science and 
Engineering Progress. 2020;19:100660.  
https://doi.org/10.1016/j.tsep.2020.100660 

52. Abdi H, Motlagh SY, Soltanipour H. Study of magnetic nanofluid flow 
in a square cavity under the magnetic field of a wire carrying the 
electric current in turbulence regime. Results in Physics. 
2020;18:103224. https://doi.org/10.1016/j.rinp.2020.103224 

53. Tzirtzilakis EE, Xenos MA. Biomagnetic fluid flow in a driven cavity. 
Meccanica. 2013;48:187-200.  
https://doi.org/10.1007/s11012-012-9593-7 

54. Lee S, Choi SS, Li SA, Eastman JA. Measuring thermal conductivity 
of fluids containing oxide nanoparticles.1999;121(2): 280-289.   
https://doi.org/10.1115/1.2825978 

55. Philip J, Shima PD, Raj B. Evidence for enhanced thermal conduc-
tion through percolating structures in nanofluids. Nanotechnology. 
2008;19(30):305706. DOI 10.1088/0957-4484/19/30/305706 

56. Shima PD, Philip J, Raj B. Influence of aggregation on thermal 
conductivity in stable and unstable nanofluids. Applied Physics Let-
ters. 2010;97(15).  https://doi.org/10.1063/1.3497280 

57. Xuan Y, Li Q. Heat transfer enhancement of nanofluids. International 
Journal of heat and fluid flow. 2000;21(1):58-64.  
https://doi.org/10.1016/S0142-727X(99)00067-3 

58. Das SK, Putra N, Thiesen P, Roetzel W. Temperature dependence 
of thermal conductivity enhancement for nanofluids. J. Heat Transfer. 
2003;125(4):567-74.  https://doi.org/10.1115/1.1571080 

59. Liu MS, Lin MC, Huang IT, Wang CC. Enhancement of thermal 
conductivity with CuO for nanofluids. Chemical Engineering & Tech-
nology: Industrial Chemistry‐Plant Equipment‐Process Engineering‐
Biotechnology. 2006;29(1):72-7.  
https://doi.org/10.1002/ceat.200500184 

60. Martínez-Cuenca R, Mondragón R, Hernández L, Segarra C, Jarque 
JC, Hibiki T, Juliá JE. Forced-convective heat-transfer coefficient and 
pressure drop of water-based nanofluids in a horizontal pipe. Applied 
Thermal Engineering. 2016;98:841-9.  
 https://doi.org/10.1016/j.applthermaleng.2015.11.050 

61. Buschmann MH. Nanofluid heat transfer in laminar pipe flow with 
twisted tape. Heat Transfer Engineering. 2017;38(2):162-76.  
https://doi.org/10.1080/01457632.2016.1177381 

The authors would like to express sincere gratitude to Al Maarefa Univer-
sity, Riyadh, Saudi Arabia for supporting this research. 

Madhu Sharma:  https://orcid.org/0000-0002-9154-6708 

Bhupendra K. Sharma:  https://orcid.org/0000-0002-2051-9681 

Chandan Kumawat:  https://orcid.org/0000-0002-3366-2807 

Arun K. Jalan:  https://orcid.org/0000-0001-5382-1521 

Neyara Radwan:  https://orcid.org/0000-0001-8756-4834 
 

 

This work is licensed under the Creative Commons 

BY-NC-ND 4.0 license. 

 

https://doi.org/10.1080/17455030.2023.2226228
https://doi.org/10.1016/j.icheatmasstransfer.2022.105954
https://doi.org/10.1177/1045389X04046610
https://doi.org/10.1016/j.tsep.2020.100660
https://doi.org/10.1115/1.1571080
https://orcid.org/0000-0002-9154-6708
https://orcid.org/0000-0002-2051-9681
https://orcid.org/0000-0002-3366-2807
https://orcid.org/0000-0001-5382-1521
https://orcid.org/0000-0001-8756-4834
https://orcid.org/0000-0002-9154-6708
https://orcid.org/0000-0002-2051-9681
https://orcid.org/0000-0002-3366-2807
https://orcid.org/0000-0001-5382-1521
https://orcid.org/0000-0001-8756-4834


Rashid Nawaz, Muhammad Farooq, Siddiq Ur Rehman, Gamal M. Ismail, Hijaz Ahmad                                                                                              DOI 10.2478/ama-2024-0058 
Analytical Analysis of Thermal Conductivity by Laminar Flow under the Influence of MHD using Vogel’s Model 

548 

ANALYTICAL ANALYSIS OF THERMAL CONDUCTIVITY BY LAMINAR FLOW  
UNDER THE INFLUENCE OF MHD USING VOGEL’S MODEL 

Rashid NAWAZ*/** , Muhammad FAROOQ*  
Siddiq Ur REHMAN* , Gamal M. ISMAIL*** , Hijaz AHMAD***/****/*****/******  

*Department of Mathematics, Abdul Wali Khan University, Mardan, Khyber Pakhtunkhwa, Pakistan 
**UniSa STEM, University of South Australia, Australia 

***Department of Mathematics, Faculty of Science, Islamic University of Madinah, Madinah, 42351, Saudi Arabia 
****Near East University, Operational Research Center in Healthcare, TRNC Mersin 10, Nicosia, 99138, Turkey 

*****Department of Computer Science and Mathematics, Lebanese American University, Beirut, Lebanon 
******Department of Mathematics and Informatics, Azerbaijan University, Jeyhun Hajibeyli street, 71, AZ1007, Baku, Azerbaijan 

rashidnawaz@awkum.edu.pk, muhammadfarooq@awkum.edu.pk,  
siddiqurrehman@awkum.edu.pk, gamalm2010@yahoo.com, hijaz555@gmail.com 

received 16 July 2023, revised 26 August 2023, accepted 4 September 2023 

Abstract: The main aim of this work is to study the influence of thermal conductivity of uniform couple stress fluid of inclined Poiseuille  
flow in the presence of magneto hydrodynamic (MHD) between two parallel plates. A well-known Vogel’s viscosity model is used.  
The momentum and energy equations are solved analytically by utilizing Homotopy Perturbation method (HPM) and Optimal Homotopy 
Asymptotic Method (OHAM). The results include the velocity profile, average velocity, volume flux, Shear Stress, Skin friction  
and the temperature distribution between the plates. Particular attention is given to the effect of MHD Γ on the velocity field  
and temperature distribution. As can be seen, that there exists direct relation between MHD parameter Γ and velocity profile and bears  
inverse relation with temperature distribution. In addition to that, influence of non-dimensional parameters like G, A, a, B and γ  
on the velocity field and temperature distribution are also discussed graphically. The physical characteristics of the problem have been well 
discussed in graphs for several parameters of interest. The results reveal that both techniques are reliable and are in great agreement  
with each other. 

Keywords: OHAM, HPM, Couple Stress Fluid, Magnetohydrodynamics, Vogel’s Model 

1. INTRODUCTION 

In recent years, the flow of non-Newtonian fluids has attracted 
a great deal of interest due to the expanding industrial, medical, 
and technological applications. Numerous researchers have 
investigated certain flow issues with non-Newtonian fluids, such 
as couple stress fluid. Stokes’s [1] theory of couple stress fluids 
has several medical, industrial, and scientific applications, 
including as the modelling of synthetic fluids, polymer thickened 
oils, liquid crystals, animal blood, and synovial fluid. The book by 
Stokes [2] covers some of the earliest developments in coupled 
stress fluid theory and basic flows. A few scholars have recently 
investigated some couple stress fluid flows for various flow 
geometries [3]-[8]. 

There are a number of suggested constitutive equations for 
non-Newtonian fluids, each of which attempts to provide an 
explanation for their behavior. Couple stresses, a non-symmetric 
stress tensor, and body couples are only a few of the unique 
characteristics of Stokes’ couple stress fluid model. Models for 
fluids with mechanically important microstructures are proposed in 
Stokes’ couple stress fluid theory. Microstructure can affect a 
liquid if the distinctive geometric dimension of the problem is on 
the same scale as the microstructure’s size [9]. The introduction of 
a size-dependent effect is one of the major aspects of couple 
stresses. Classical continuum mechanics disregards the influence 

of material particle size inside the continuum. It is compatible with 
the symmetry of the force-stress tensor to disregard the rotational 
interaction between fluid particles. Clearly, this is not the case, 
and a size-dependent couple-stress theory is necessary in 
situations such as fluid flow with suspended particles when it must 
be used. The couple-stress tension caused by the microrotation of 
these freely floating particles led to the formation of couple-stress 
fluid. As shown by the couplet stress fluid, fluids may be used to 
describe a variety of lubricants, suspension fluids, blood, etc. 
These fluids are employed in a range of industrial processes, 
including liquid crystal solidification, polymer fluid extrusion, 
colloidal solutions, and the cooling of metallic plates in a bath. 

A number of technological processes rely on heat 
transmission. Non-Newtonian mixtures require heat transfer for 
processing and management [10]. Mathematicians, engineers, 
and scientists find it hard to understand how nonlinear fluid flows 
work because the nonlinearity can show up in different ways. For 
example, studying reactive variable viscosity flows in a slit with 
wall injection or suction is a good example. In our case, the fact 
that viscosity changes with temperature is one of the reasons why 
the coupled ordinary differential equations are not linear. Different 
researchers look into flows with viscosity that changes with 
temperature [11]-[14]. Moreover, several scientists examined the 
effect of MHD on squeezing fluid flow through porous medium in 
[15]-[20]. Furthermore, the effect of MHD on micropolar fluid were 
analyzed by researchers in [21]-[24]. 
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Many numerical, semi-numerical, analytical, and homotopy 
based strategies have been presented by mathematicians to solve 
nonlinear differential equations and related systems. The Optimal 
Homotopy Asymptotic Method (OHAM), which is used to solve 
differential equations, is one of the efficient homotopy based 
techniques. This technique was presented by Marinca et al. to 
solve differential equations. This perturbation approach works 
without small or big parameters, unlike other perturbation 
methods, and it does not require discretization, which requires 
time. Unlike iterative approaches, the procedure does not require 
a preliminary guess. The method’s convergence is also changed 
by using a more variable function called the auxiliary function. 
One of OHAM’s shortcomings is that the unknown auxiliary 
parameters which control the convergence are determined using 
the least squares approach, which requires extra time when 
dealing with highly nonlinear problem. The collocation approach is 
an alternative technique; however, accuracy would be 
compromised in the latter situation. Numerous issues have been 
resolved using this approach. When dealing with heat flux 
conditions, researchers converted highly nonlinear partial 
differential equations (PDEs) [25] [26] into structured ordinary 
differential equations (ODEs) with appropriate restrictions 
(OHAM). Recently, scientists and engineers have increased their 
usage of the Homotopy perturbation technique (HPM) [27] in 
nonlinear problems due to the fact that this method converts the 
tough problem under inquiry into a clear, easily-solvable problem. 
He invented and modified the homotopy perturbation method. 
after initially proposing [28] it in 1998. In the majority of instances, 
the approach results in a fairly quick convergence of the solution 
series. After only one iteration, the outcome is often quite 
accurate. By combining linear and nonlinear problems, He′ s 
homotopy perturbation approach was created to solve beginning 
and boundary value problems. Most perturbation methods 
assume the presence of a tiny parameter, yet the vast majority of 
nonlinear problems lack any type of small parameter. Scientists 
have just begun to use homotopy perturbation theory, which, 
when properly combined with perturbation theory, has [29] [30] the 
potential to be a very effective mathematical tool. El-Shahed [31] 
recently used Volterra’s integro differential equations to apply He’s 
homotopy perturbation approach. 

Keeping in mind the above literature survey, there is no 
analysis about the steady inclined Poiseuille flow under the 
influence of magneto hydrodynamic (MHD) between two parallel 
plates. Prior to computing the analytical results, the regulating flow 
expression is converted to an ordinary system. The two reliable 
analytical techniques OHAM and HPM are used to solve the 
governing system of couple equations. Velocity profile and 
temperature distribution are calculated numerically and graphically 

presented. The effect of various parameters i.e. G, A,Γ, γ and a 
are also discussed. 

2. CHAPTER TITLE 

Consider a fluid that is viscous, incompressible, and 
electrically conducts as it moves between two infinitely parallel 
inclined plates at the positions of y = −H (lower plate) and y = H 
(upper plate) under the influence of a persistent pressure gradient 
in the direction of motion and a steady transverse magnetic field 

Γ. The fluid still flows even while the plates are still. Temperatures 

of Θ0 and Θ1 are maintained for the bottom and top plates, 
respectively. 

 
Fig 1. Geometry of the problem 

Fig. (1) depicts the coordinate system that was chosen. The 

angle of the plate with regard to the horizontal direction is α. The 

viscosity η of a fluid is stated to be dependent on Θ. Velocity and 
temperature field are of the form: 

𝛶 = 𝛶(𝑣, 0,0), 𝑣 = 𝑣(𝑦), 𝛩 = 𝛩(𝑦),                        (1) 

The continuity equation [32] 

𝜕𝜌

𝜕𝑡
+ 𝛻 ⋅ (𝜌𝛶) = 0,                                         (2) 

is identically satisfied after applying assumptions (1). The three 
components of the momentum equation [32] 

𝜌
𝐷𝛶
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= 𝛻 ⋅ 𝑇 − 𝜂𝛻4 𝛶 + 𝐽 × 𝐵 + 𝜌𝑔,                           (3) 
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where 𝐵0 denotes the applied magnetic field and 𝜎 denotes the 
fluid’s electric conductivity, we know that 

𝑆𝑥𝑥 = 𝑆𝑦𝑦 = 𝑆𝑧𝑧 = 𝑆𝑥𝑧 = 𝑆𝑧𝑥 = 𝑆𝑦𝑧 = 𝑆𝑧𝑦 = 0, 𝑆𝑥𝑦 =

𝜇
𝑑𝑣

𝑑𝑦
= 𝑆𝑦𝑥 ,                                                                        (7) 

the following equations are derived by inserting these values into 
(4-6) 

0 = −
𝜕𝑝

𝜕𝑥
+

𝑑

𝑑𝑦
 (𝜇

𝑑𝑣

𝑑𝑦
) − 𝜂 (𝑑4 𝑣)/(𝑑𝑦4 ) − 𝜎𝛽0 𝑣 +

𝜌𝑔𝑠𝑖𝑛(𝛼),                                                          (8) 

0 = −
𝜕𝑝

𝜕𝑦
− 𝜌𝑔𝑐𝑜𝑠(𝛼),                                         (9) 
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0 = −
𝜕𝑝

𝜕𝑧
,                          (10) 

The velocity profile is obtained from (4). This equation may 
also be expressed as 

𝜂
𝑑4 𝑣

𝑑𝑦4 
− 𝜇

𝑑2 𝑣

𝑑𝑦2 −
𝑑𝜇

𝑑𝑦
 

𝑑𝑣

𝑑𝑦
+

𝜕𝑝

𝜕𝑥
+ 𝜎𝛽0 𝑣 − 𝜌𝑔 𝑠𝑖𝑛 (𝛼) = 0.

                                         (11) 

After applying all presumptions, the energy equation [32] 

𝜌𝑐𝑝  
𝐷𝛩

𝐷𝑡
= 𝜅𝛻2 𝛩 + 𝑡𝑟(𝑇 ⋅ 𝐿),                       (12) 

simplifies to the Eq. (13) 

𝑑2 𝛩

𝑑𝑦2 
+

𝜇

𝜅
 (

𝑑𝑣

𝑑𝑦
)

2

+
𝜇

𝜅
 (

𝑑2 𝑣

𝑑𝑦2 
)

2

= 0,                        (13) 

The corresponding boundary conditions are  

𝑣(𝑦 = ±𝐻) = 0,                                        (14) 

𝑑2

𝑑𝑦2 
 𝑣(𝑦 = ±𝐻) = 0,                        (15) 

𝛩(𝑦 = −𝐻) = 𝛩0 , 𝛩(𝑦 = 𝐻) = 𝛩1.                      (16) 

The standard no-slip boundary conditions are given in Eq. 
(14). According to Eq. (15), couple stresses at the plates are zero. 
The following non-dimensional parameters are introduced [32]: 

𝑣 ̇ =
𝑣

𝑉
, 𝑦 ̇ =

𝑦

𝐻
, 𝑥 ̇ =

𝑥

𝐻
, 𝛩 ̇ =

𝛩−𝛩0

𝛩1−𝛩0 
, 𝜇 ̇ =

𝜇

𝜇0
 , 𝑝 ̇ =

𝑝

𝜇0 
𝑉

𝐻

,  

𝛾 =
𝜇0 𝑉2

𝜅(𝛩1−𝛩0)
 , 𝐵2 =

𝜇0(𝐻2 )

𝜂
, 𝐺 = −

𝐵2𝐻5 

𝜇0 𝑉
 
𝜕𝑝

𝜕𝑥
, 𝐴 =

𝜌𝑔𝐻4

𝜂𝑉
.  

Hence Γ in terms of parameters are as follows Γ =
σB0

2 H4

η
.  

Where γ is the Brinkman number, μ Is the reference viscosity, and 
V is the reference velocity. Using these dimensionless 
parameters, equation (11) and (13) along with the boundary 
conditions becomes (dropping dots) 

𝑑4 𝑣

𝑑𝑦4 
− 𝐵2 𝜇

𝑑2 𝑣

𝑑𝑦2 
− 𝐵2 𝑀

𝑑𝜇

𝑑𝑦
 

𝑑𝑣

𝑑𝑦
+ 𝛤𝑣 + 𝐴𝑠𝑖 𝑛(𝛼) − 𝐺 =

0, 𝑣(𝑦 = ±1) =
𝑑2

𝑑𝑦2  𝑣(𝑦 = ±1) = 0,                                 (17) 

𝑑2 𝛩

𝑑𝑦2 
+ 𝛾𝜇 (

𝑑𝑣

𝑑𝑦
)

2

+
𝛾

𝐵2   (
𝑑2 𝑣

𝑑𝑦2 
)

2

= 0, 𝛩(𝑦 = −1) = 0, 𝛩(𝑦 =

1) = 1.                                                                       (18) 

The following is an expression for the dimensionless form of 
the Vogel’s viscosity model [33]: 

𝜇 = 𝜇∗ 𝑒𝑥𝑝(
𝐴0

𝐵0+𝛩
− 𝛩𝑤  ).                        (19) 

Using Taylor series expansion on Eq. (19) we get 

𝜇 = 𝑎2 (1 −
𝐴0 𝛩

𝐵0
2 

).                        (20) 

Assume that 𝑀 = 𝐴0/(𝐵0
2 ), then (20) becomes 

𝜇 = 𝑎2 (1 − 𝑀𝛩),
𝑑𝜇

𝑑𝑦
= −𝑎2 𝑀

𝑑𝛩

𝑑𝑦
.                                      (21) 

The coupled system shown below is generated by substituting 
Eq. (20) in the governing Eqs. (17) and (18): 

𝑑4 𝑣

𝑑𝑦4 
− 𝐵2 𝑎2 (1 − 𝑀𝛩)

𝑑2 𝑣

𝑑𝑦2 
+ 𝐵2 𝑀𝑎2  

𝑑𝛩

𝑑𝑦
 

𝑑𝑣

𝑑𝑦
+ 𝛤𝑣 +

𝐴 𝑠𝑖𝑛 (𝛼) − 𝐺 = 0, 𝑣(𝑦 = ±1) =
𝑑2

𝑑𝑦2 
 𝑣(𝑦 = ±1) = 0,  (22) 

𝑑2 𝛩

𝑑𝑦2 
+ 𝛾𝑎2 (1 − 𝑀𝛩) (

𝑑𝑣

𝑑𝑦
)

2

+
𝛾

𝐵2   (
𝑑2 𝑣

𝑑𝑦2 
)

2

= 0, 𝛩(𝑦 =

−1) = 0, 𝛩(𝑦 = 1) = 1.                                       (23) 

3. BASIC NOTION OF METHODS 

3.1. Fundamental concept of OHAM 

Let us examine a boundary value problem, as well as the 
boundary conditions 

𝜒[𝑋(𝑦)] + 𝑔(𝑦) + 𝜉[𝑋(𝑦)] = 0,                       (24) 

𝛽(𝑋,
𝜕𝑋

𝜕𝑦
) = 0.                         (25) 

In this notation, y is the dependent variable, X(y) is the un-
known function, g(y) is the known function, χ, ξ and β are the 
linear, nonlinear, and boundary operators, respectively. 

The OHAM states that the homotopy ℏ(G(y, ρ), ρ): R ×
[0,1] → R satisfies 

(1 − 𝜌)[𝜒(𝐺 (𝑦, 𝜌)) + 𝑔(𝑦)] = ℏ(𝜌)[𝜒(𝐺 (𝑦, 𝜌)) +
𝑔(𝑦) + 𝜉(𝐺 (𝑦, 𝜌))],                                        (26) 

𝛽 (𝐺 (𝑦, 𝜌),
𝜕𝐺 (𝑦,𝜌)

𝜕𝑦
) = 0,   

for y ϵ R and ρ ϵ [0,1], is generated using the non-zero auxiliary 

function ℏ(ρ)  for ρ ≠  0 with ℏ(0) = 0 and a function G(y, ρ) 
whose value is unknown. G(y, 0) = X0 (y) and G(y, 1) = X(y) 

remain true when ρ = 0 and 1. Hence, as ρ varies from 0 to 1, 

the solution G(y, ρ) changes from X0 (y)  to X(y). 
for 𝜌 = 0, 

𝜒[𝑋0 (𝑦)] + 𝑔(𝑦) = 0, 𝛽 (𝑋0 (𝑦),
𝑑𝑋0 (𝑦)

𝑑𝑦
) = 0.                 (27) 

We pick the auxiliary function ℏ(𝜌) in such a manner that 

ℏ(𝜌) = ∑ 𝜌𝑖𝐶𝑖
𝑛
𝑖=0 ,                        (28) 

where 𝐶𝑖 are the constants governing convergence that must be 

calculated. Expanding Taylor’s series 𝐺(𝑦, 𝜌)  about 𝜌 to obtain 
an approximation 

𝐺 (𝑦, 𝜌, 𝐶𝑖  ) = 𝑋0 (𝑦) + ∑ 𝑋𝑗(𝑦, 𝐶1, 𝐶2, … , 𝐶𝑗)𝜌𝑗𝑛
𝑗=1 .        (29) 

Equating the coefficients of identical powers of 𝜌 by putting 
(29) into (26) provides the following findings. 

for 𝜌 = 1, 

𝜒[𝑋1 (𝑦)] + 𝑔(𝑦) = 𝐶1 𝜉0 [𝑋(𝑦)], 𝛽 (𝑋1 (𝑦),
𝑑𝑋1 (𝑦)

𝑑𝑦
) = 0.

                                                                                    (30) 

for 𝜌 = 2, 

𝜒[𝑋2(𝑦)] − 𝜒[𝑋1(𝑦)] = 𝐶2 𝜉0 [𝑋0(𝑦)] + 𝐶1 [𝜒(𝑋1 (𝑦)) +

𝜉1(𝑋0(𝑦), 𝑋1(𝑦))], 𝛽 (𝑋2 (𝑦),
(𝑑𝑋2(𝑦))

𝑑𝑦
) = 0.                      (31) 

generally 
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𝜒[𝑋𝑛(𝑦)] − 𝜒[𝑋𝑛−1 (𝑦)] =
𝐶𝑛 𝜉0 [𝑋0 (𝑦)] +

(∑ [χ[𝑋𝔫−𝔧(𝑦)] + ξ𝑛−𝑗(𝑋0(𝑦), 𝑋1(𝑦), ⋯ , 𝑋𝔫−1(𝑦))]𝑛−1
𝑗=1 ), 

                                                                                    (32) 
with boundary conditions 

𝛽 (𝑋𝑘 (𝑦),
𝑑𝑋𝑘 (𝑦)

𝑑𝑦
) = 0, 𝑘 = 2,3,4 …                       (33) 

Where 𝜉𝑚 (𝑋0 (𝑦), 𝑋1 (𝑦), ⋯ , 𝑋𝑚−1 (𝑦)) is the coefficient 

of 𝜌𝑚 in the expansion of 𝜉(𝐺 (𝑦, 𝜌)) about 𝜌 as 

𝜉(𝐺(𝑦, 𝜌, 𝐶𝑖 )) =

𝜉0 [𝑋0 (𝑦)] +
∑ 𝜉𝑚(𝑋0(𝑦), 𝑋1(𝑦), ⋯ , 𝑋𝔪−1(𝑦)) ρ𝑚 ∞

𝑚=1                   (34)                                                                               

The convergence of the series (29) is determined by 𝐶𝑖. For 

convergence at 𝜌 = 1, the rth-order approximation 𝐺 is 

𝐺(𝑦, 𝐶1, 𝐶2, ⋯ , 𝐶𝑟 ) = 𝑋0 (𝑦) + ∑ 𝑋𝑗(𝑦, 𝐶1, 𝐶2, ⋯ , 𝐶𝑗)𝑟
𝑗=1 . 

                                                                      (35) 

Placing (35) in (24) the expression for the residual is 

𝑅(𝑧, 𝐶1, 𝐶2, ⋯ , 𝐶𝑟 ) = 𝜒[𝐺(𝑦, 𝐶1, 𝐶2, ⋯ , 𝐶𝑟 )] + 𝑔(𝑦) +
𝜉[𝐺(𝑦, 𝐶1, 𝐶2, ⋯ , 𝐶𝑟 )].                                                     (36) 

If 𝑅 =  0, 𝐺 will be the exact solution, however this is typical-
ly not the case in nonlinear situations. There are numerous ap-

proaches for determining the optimal values of the constants 𝐶𝑖. 
Following is the application of the least-squares approach. 

𝐽 = ∫ 𝑅2(𝑧, 𝐶1, 𝐶2, ⋯ , 𝐶𝑟 )𝑑𝑧
𝑏

𝑎
.                       (37) 

Minimizing this function, we have 

𝜕𝐽

𝜕𝐶𝑖 
 (𝑦, 𝐶1, 𝐶2, ⋯ , 𝐶𝑟 ) = 0, 𝑖 = 1,2,3, ⋯ , 𝑟.                      (38) 

Where 𝑎 and 𝑏 are chosen from the problem’s domain in or-

der to locate 𝐶𝑖. For these values of 𝐶𝑖, the approximation solution 
is well-defined. 

3.2. Fundamental concept of HPM 

Take the following nonlinear differential equation to illustrate 
the operation of HPM:  

𝛯[𝑋(𝑦)] + 𝑔(𝑟) = 0, 𝑟  𝜖  𝛺,                        (39) 

with the boundary conditions 

𝛽 (𝑋(𝑦),
𝜕𝑋(𝑦)

𝜕𝑦
) = 0, 𝑟  𝜖  𝛬.                       (40) 

𝛯 is a basic differential operator, 𝛽 is a boundary operator, 

𝑔(𝑟) is a well-known analytic function, and 𝛬 is the domain 

boundary for Ω. 

The operator 𝛯 is decomposed into two pieces, 𝜒 and 𝜉, 
where 𝜒 is linear and 𝜉 is nonlinear. Hence, Eq. (39) may be 
expressed as follows: 

𝜒[𝑋(𝑦)] + 𝜉[𝑋(𝑦)] − 𝑔(𝑟) = 0,                                      (41) 

He [9] built a homotopy 𝜒 ∶  Ω × [0,1] → 𝑅 that meets the 
condition, 

𝐻(𝑋, 𝜌) = (1 − 𝜌)[𝜒(𝑋) − 𝜒(𝑋_0  )] + 𝜌[𝛯(𝑋) − 𝑔(𝑟)]
                                                                                    (42) 

or 

𝐻(𝑋, 𝜌) = 𝜒(𝑋) − 𝜒(𝑋0 ) + 𝜌[𝜒(𝑋0 )] + 𝜌[𝜉(𝑋) − 𝑔(𝑟)].
                                                                     (43) 

Where 𝑟 𝜖 Ω, 𝜌 𝜖 [0,1] which is referred to as the homotopy 

parameter, and 𝑋0 is the initial approximation of the function (39). 
Hence, it concludes that 

𝐻(𝑋, 0) = 𝜒(𝑋) − 𝜒(𝑋0) = 0, 𝐻(𝑋, 1) = 𝛯(𝑋) − 𝑔(𝑟) =
0,                                                                       (44) 

and the procedure of moving ρ from 0 to 1 is identical to that of 
𝐻(𝑋, 𝜌) from 𝜒(𝑋)  −  𝜒(𝑋0 ) 𝑡𝑜 𝛯(𝑋) − 𝑔(𝑟). This is known 

as deformation in topology, 𝜒(𝑋) −  𝜒(𝑋0 )  and 𝛯(𝑋) − 𝑔(𝑟) 
are called homotopic. Using the perturbation approach [10], and 
assuming that 0 ≤  𝜌 ≤  1 is a small parameter, we may sup-
pose that the solution of (42) or (43) can be written as a series in 
𝜌, as shown below 

𝑋 = 𝑋0 + 𝜌𝑋1 + 𝜌2 𝑋2 + 𝜌3 𝑋3 + ⋯                      (45) 

when ρ → 1, (42) or (43) corresponds to (41) and becomes the 
approximate solution of (41), i.e. 

𝑋(𝑦) = limρ→1 𝑋 = 𝑋0 + 𝑋1 + 𝑋2 + 𝑋3 +…       (46) 

The convergence rate of the series (46) is dependent on 

𝛯(𝑋) [11] in the majority of situations. 

4. SOLUTIONS OF THE PROBLEM 

4.1.  OHAM solution 

Zero component of velocity and temperature distribution along 
with the boundary conditions are given by 

𝑑4

𝑑𝑦4 
 𝑣0 (𝑦) + 𝐴 𝑠𝑖𝑛 (𝛼) − 𝐺 = 0,         (47)  

𝑣0 (𝑦 = ±1) = 0,
𝑑2

𝑑𝑦2 
 𝑣0 (𝑦 = ±1) = 0, 

𝑑2

𝑑𝑦2 
 𝛩0 (𝑦) = 0,           (48) 

𝛩0 (𝑦 = −1) = 0, 𝛩0 (𝑦 = 1) = 1. 

Their solutions are 

𝑣0(𝑦) =
1

24
 (5𝐺 − 6𝐺𝑦2 + 𝐺𝑦4 − 5𝐴 sin(𝛼) +

6𝐴𝑦2 sin(𝛼) − 𝐴𝑦4 sin(𝛼)),                                       (49) 

𝛩0(𝑦) =
1+𝑦

2
.                         (50) 

First component of velocity and temperature distribution along 
with the boundary conditions are given by 

−𝑎2 𝐵2 𝑐1 𝑀
𝑑

𝑑𝑦
 𝑣0 (𝑦)

𝑑

𝑑𝑦
 𝛩0 (𝑦) −

𝑎2 𝐵2 𝑐1 𝑀𝛩0 (𝑦)
𝑑2

𝑑𝑦2 
 𝑣0 (𝑦) + 𝑎2 𝐵2 𝑐1  

𝑑2

𝑑𝑦2 
 𝑣0 (𝑦) −

𝐴𝑠𝑖 𝑛(𝛼) − 𝐴𝑐1𝑠𝑖 𝑛(𝛼) + 𝑐1 𝐺 − 𝑐1 𝛤𝑣0 (𝑦) −

𝑐1  
𝑑4

𝑑𝑦4 
 𝑣0 (𝑦) + 𝐺 −

𝑑4

𝑑𝑦4 
𝑣0 (𝑦) +

𝑑4

𝑑𝑦4 
𝑣1 (𝑦) = 0,         (51) 

𝑣1 (𝑦 = ±1) = 0,
𝑑2

𝑑𝑦2 
 𝑣1 (𝑦 = ±1) = 0. 
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−𝑎2 𝛾𝑐4  (
𝑑

𝑑𝑦
 𝑣0 (𝑦))

2

+ 𝑎2 𝑀𝛾𝑐4 𝛩0 (𝑦) (
𝑑

𝑑𝑦
 𝑣0 (𝑦))

2

−

1

𝐵2   𝛾𝑐4  (
𝑑2

𝑑𝑦2 
 𝑣0 (𝑦))

2

−
𝑑2

𝑑𝑦2 
 𝛩0 (𝑦) − 𝑐4  

𝑑2

𝑑𝑦2 
 𝛩0(𝑦) +

𝑑2

𝑑𝑦2 
 𝛩1 (𝑦) = 0,            (52) 

𝛩1 (𝑦 = −1) = 0, 𝛩1 (𝑦 = 1) = 0. 

Their solutions are 

𝑣1 (𝑦) =
1

40320
 (𝑐1 (𝑦2 − 1)(𝐺 −

𝐴 𝑠𝑖𝑛 (𝛼) )(4𝑎2 𝐵2 (𝑀(𝑦(𝑦(𝑦(𝑦(4𝑦 + 7) − 38) − 98) +
74) + 427) − 14(𝑦4 − 14𝑦2 + 61)) + 𝛤(𝑦6 − 27𝑦4 +
323𝑦2 − 1385))),            (53) 

𝛩1 (𝑦) = −
1

181440𝐵2 
 (𝛾𝑐4 (𝑦2 − 1) (𝑎2 𝐵2 (35𝑀𝑦7 +

45(𝑀 − 2)𝑦6 − 325𝑀𝑦5 − 459(𝑀 − 2)𝑦4 + 809𝑀𝑦3 +

1431(𝑀 − 2)𝑦2 + 809𝑀𝑦 + 1431(𝑀 − 2)) −

1512(𝑦4 − 4𝑦2 + 11)) (𝐺 − 𝐴𝑠𝑖 𝑛(𝛼))2 ),                      (54) 

Second component of velocity and temperature distribution 
along with the boundary conditions are given by 

𝐺𝑐2 − 𝐴𝑠𝑖𝑛 (𝛼)𝑐2 − 𝛤𝑐2 𝑣0 (𝑦) − 𝛤𝑐1 𝑣1 (𝑦) −

𝑎2 𝐵2 𝑀𝑐2  
𝑑

𝑑𝑦
 𝑣0 (𝑦)

𝑑

𝑑𝑦
 𝛩0 (𝑦) −

𝑎2 𝐵2 𝑀𝑐1  
𝑑

𝑑𝑦
 𝑣1 (𝑦)

𝑑

𝑑𝑦
 𝛩0 (𝑦) −

𝑎2 𝐵2 𝑀𝑐1  
𝑑

𝑑𝑦
 𝑣0 (𝑦)

𝑑

𝑑𝑦
 𝛩1 (𝑦) + 𝑎2 𝐵2 𝑐2  

𝑑2

𝑑𝑦2 
 𝑣0 (𝑦) −

𝑎2 𝐵2 𝑐2 𝛩0 (𝑦)
𝑑2

𝑑𝑦2 
 𝑣0 (𝑦) −

𝑎2 𝐵2 𝑀𝑐1 𝛩1 (𝑦)
𝑑2

𝑑𝑦2 
 𝑣0 (𝑦) + 𝑎2 𝐵2 𝑐1  

𝑑2

𝑑𝑦2 
 𝑣1 (𝑦) −

𝑎2 𝐵2 𝑀𝑐1 𝛩0 (𝑦)
𝑑2

𝑑𝑦2 
 𝑣1 (𝑦) − 𝑐2  

𝑑4

𝑑𝑦4 
 𝑣0 (𝑦) −

𝑑4

𝑑𝑦4 
𝑣1 (𝑦) − 𝑐1  

𝑑4

𝑑𝑦4 
 𝑣1 (𝑦) +

𝑑4

𝑑𝑦4 
 𝑣2 (𝑦) = 0,                (55) 

𝑣2 (𝑦 = ±1) = 0,
𝑑2

𝑑𝑦2 
 𝑣2 (𝑦 = ±1) = 0, 

−𝑎2 𝛾𝑐5  (
𝑑

𝑑𝑦
 𝑣0 (𝑦))

2

+ 𝑎2 𝑀𝛾𝑐5 𝛩0 (𝑦) (
𝑑

𝑑𝑦
 𝑣0 (𝑦))

2

+

𝑎2 𝑀𝛾𝑐4 𝛩1 (𝑦) (
𝑑

𝑑𝑦
 𝑣0 (𝑦))

2

−

2𝑎2 𝑐4 𝛾
𝑑

𝑑𝑦
 𝑣0 (𝑦)

𝑑

𝑑𝑦
 𝑣1 (𝑦) +

2𝑎2 𝑀𝛾𝑐4 𝛩0 (𝑦)
𝑑

𝑑𝑦
 𝑣0 (𝑦)

𝑑

𝑑𝑦
 𝑣1 (𝑦) −

1

𝐵2   𝛾𝑐5  (
𝑑2

𝑑𝑦2 
 𝑣0 (𝑦))

2

−

1

𝐵2   2𝛾𝑐4  
𝑑2

𝑑𝑦2 
 𝑣0 (𝑦)

𝑑2

𝑑𝑦2 
 𝑣1 (𝑦) − 𝑐5  

𝑑2

𝑑𝑦2 
 𝛩0 (𝑦) −

𝑑2

𝑑𝑦2 
 𝛩1 (𝑦) − 𝑐4  

𝑑2

𝑑𝑦2 
 𝛩1 (𝑦) +

𝑑2

𝑑𝑦2 
 𝛩1 (𝑦) = 0,       (56) 

𝛩2 (𝑦 = −1) = 0, 𝛩2 (𝑦 = 1) = 0. 

Their solutions are 

𝑣2 (𝑦) =

−
1

261534873600
 (𝑦2 − 1)(𝐺 −

𝐴𝑠𝑖𝑛 (𝛼) )(𝑐1 (2𝑎2 𝛾𝑐4 𝑀 (𝑎2 𝐵2 (1540𝑀𝑦13 +

2475(𝑀 − 2)𝑦12 − 31010𝑀𝑦11 − 55674(𝑀 − 2)𝑦10 +
237622𝑀𝑦9 + 511893(𝑀 − 2)𝑦8 − 573188𝑀𝑦7 −
1515132(𝑀 − 2)𝑦6 − 1035936𝑀𝑦5 − 2947563(𝑀 −
2)𝑦4 + 3822918𝑀𝑦3 + 18538902(𝑀 − 2)𝑦2 −

3536826𝑀𝑦 − 54064629(𝑀 − 2)) − 6552(21𝑦10 −

287𝑦8 + 2188𝑦6 − 10748𝑦4 + 27367𝑦2 −

64109)) (𝐺 − 𝐴𝑠𝑖 𝑛(𝛼))2 −

6486480(4𝑎2 𝐵2 (𝑀(𝑦(𝑦(𝑦(𝑦(4𝑦 + 7) − 38) − 98) +
74) + 427) − 14(𝑦4 − 14𝑦2 + 61)) + 𝛤(𝑦6 − 27𝑦4 +
323𝑦2 − 1385))) −
6486480𝑐2 (4𝑎2 𝐵2 (𝑀(𝑦(𝑦(𝑦(𝑦(4𝑦 + 7) − 38) − 98) +
74) + 427) − 14(𝑦4 − 14𝑦2 + 61)) + 𝛤(𝑦6 − 27𝑦4 +
323𝑦2 − 1385)) −
546𝑐1

2 (132𝑎4 𝐵4 (𝑀2 (𝑦(𝑦(𝑦(𝑦(𝑦(𝑦(𝑦(7𝑦 + 25) −
83) − 515) − 209) + 3643) + 7111) − 6737) −
32714) + 2𝑀(𝑦(6737 − 𝑦(𝑦(5𝑦(𝑦(𝑦(5𝑦 + 9) − 103) −
243) + 3643) + 14535)) + 62325) + 90(𝑦6 − 27𝑦4 +
323𝑦2 − 1385)) + 12𝑎2 𝐵2 (3960(𝑀(𝑦(𝑦(𝑦(𝑦(4𝑦 +
7) − 38) − 98) + 74) + 427) − 14(𝑦4 − 14𝑦2 + 61)) +
𝛤(6𝑀𝑦9 + 11(𝑀 − 2)𝑦8 − 214𝑀𝑦7 − 484(𝑀 − 2)𝑦6 +
3614𝑀𝑦5 + 11066(𝑀 − 2)𝑦4 − 27010𝑀𝑦3 −
129844(𝑀 − 2)𝑦2 + 50804𝑀𝑦 + 555731(𝑀 − 2))) +
𝛤(11880(𝑦6 − 27𝑦4 + 323𝑦2 − 1385) + 𝛤(𝑦10 −
65𝑦8 + 2410𝑦6 − 53954𝑦4 + 631621𝑦2 −
2702765)))),                                                                  (57) 

𝛩2 (𝑦) = −
1

160059342643200𝐵2 
 (𝑦2 − 1)𝛾(𝐺 −

Asin(𝛼))2 ((− ((𝐴2 + 2𝐺2 )𝑀 (𝑎2 𝐵2 (1576575𝑀𝑦15 +

2297295(𝑀 − 2)𝑦14 − 31679505𝑀𝑦13 −
49808385(𝑀 − 2)𝑦12 + 251771355𝑀𝑦11 +
443901195(𝑀 − 2)𝑦10 − 866969541𝑀𝑦9 −
1717393941(𝑀 − 2)𝑦8 + 732117949𝑀𝑦7 +
1691135469(𝑀 − 2)𝑦6 + 2148126829𝑀𝑦5 +
5197726557(𝑀 − 2)𝑦4 − 2312301143𝑀𝑦3 −
7951990023(𝑀 − 2)𝑦2 − 2312301143𝑀𝑦 −

7951990023(𝑀 − 2)) − 3392928(30𝑦12 − 425𝑦10 +

2851𝑦8 − 11384𝑦6 + 25198𝑦4 − 19847𝑦2 −

19847)) 𝛾𝑎2 ) + 𝐴𝑀 (𝑎2 𝐵2 (1576575𝑀𝑦15 +

2297295(𝑀 − 2)𝑦14 − 31679505𝑀𝑦13 −
49808385(𝑀 − 2)𝑦12 + 251771355𝑀𝑦11 +
443901195(𝑀 − 2)𝑦10 − 866969541𝑀𝑦9 −
1717393941(𝑀 − 2)𝑦8 + 732117949𝑀𝑦7 +
1691135469(𝑀 − 2)𝑦6 + 2148126829𝑀𝑦5 +
5197726557(𝑀 − 2)𝑦4 − 2312301143𝑀𝑦3 −
7951990023(𝑀 − 2)𝑦2 − 2312301143𝑀𝑦 −

7951990023(𝑀 − 2)) − 3392928(30𝑦12 − 425𝑦10 +

2851𝑦8 − 11384𝑦6 + 25198𝑦4 − 19847𝑦2 −

19847)) 𝛾(𝐴𝑐𝑜 𝑠(2𝛼) + 4𝐺𝑠𝑖 𝑛(𝛼))𝑎2 +

882161280 (𝑎2 𝐵2 (35𝑀𝑦7 + 45(𝑀 − 2)𝑦6 −

325𝑀𝑦5 − 459(𝑀 − 2)𝑦4 + 809𝑀𝑦3 + 1431(𝑀 −

2)𝑦2 + 809𝑀𝑦 + 1431(𝑀 − 2)) − 1512(𝑦4 − 4𝑦2 +
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11))) 𝑐4
2 + 205632 (4290 (𝑎2 𝐵2 (35𝑀𝑦7 +

45(𝑀 − 2)𝑦6 − 325𝑀𝑦5 − 459(𝑀 − 2)𝑦4 + 809𝑀𝑦3 +

1431(𝑀 − 2)𝑦2 + 809𝑀𝑦 + 1431(𝑀 − 2)) −

1512(𝑦4 − 4𝑦2 + 11)) + (39𝑎4 (70𝑀2 𝑦10 +

210(𝑀 − 2)𝑀𝑦9 − 14(𝑀(61𝑀 + 44) − 44)𝑦8 −
3640(𝑀 − 2)𝑀𝑦7 + (𝑀(1621𝑀 + 12254) −
12254)𝑦6 + 22100(𝑀 − 2)𝑀𝑦5 + (𝑀(15129𝑀 −
89386) + 89386)𝑦4 − 47728(𝑀 − 2)𝑀𝑦3 +

((257114 − 65391𝑀)𝑀 − 257114)𝑦2 − 35518(𝑀 −

2)𝑀𝑦 + 𝑀(257114 − 65391𝑀) − 257114)𝐵4 +

𝑎2  ((165𝑀𝑦11 + 195(𝑀 − 2)𝑦10 − 5451𝑀𝑦9 −

6669(𝑀 − 2)𝑦8 + 79634𝑀𝑦7 + 102726(𝑀 − 2)𝑦6 −
503806𝑀𝑦5 − 714090(𝑀 − 2)𝑦4 + 1144841𝑀𝑦3 +
2033655(𝑀 − 2)𝑦2 + 1144841𝑀𝑦 + 2033655(𝑀 −

2))𝛤 − 1287(140𝑀𝑦7 + 225(𝑀 − 2)𝑦6 − 1300𝑀𝑦5 −

2715(𝑀 − 2)𝑦4 + 3236𝑀𝑦3 + 8835(𝑀 − 2)𝑦2 −

3484𝑀𝑦 − 22665(𝑀 − 2))) 𝐵2 − 1716(7𝑦8 − 173𝑦6 +

1717𝑦4 − 5423𝑦2 + 13792)𝛤) 𝑐1 ) 𝑐4 +

882161280 (𝑎2 𝐵2 (35𝑀𝑦7 + 45(𝑀 − 2)𝑦6 −

325𝑀𝑦5 − 459(𝑀 − 2)𝑦4 + 809𝑀𝑦3 + 1431(𝑀 −

2)𝑦2 + 809𝑀𝑦 + 1431(𝑀 − 2)) − 1512(𝑦4 − 4𝑦2 +

11)) 𝑐5 ),                                                                     (58) 

The second order OHAM solution of velocity profile and tem-
perature distribution are as under. 

𝑣𝑂𝐻𝐴𝑀  (𝑦) = 𝑣0(𝑦) + 𝑣1(𝑦) + 𝑣2(𝑦)                      (59) 

and 

𝛩𝑂𝐻𝐴𝑀(𝑦) = 𝛩0(𝑦) + 𝛩1(𝑦) + 𝛩2(𝑦).        (60) 

Using collocation method, we have found the values of 

c1, c2, c4, c5 for velocity profile as 

𝒄𝟏 𝒄𝟐 𝒄𝟒 𝒄𝟓 

-
0.972179467

3016152 

-
3.96226295014

80556×10−4 

-
1.37732395
90060564 

-
0.67508488
00383696 

After using the values of 𝑐𝑖 and 𝛾 = 0.1, 𝐵 = 0.1, 𝑎 =
 0.2, 𝐴 = 0.4, 𝛼 = 165, 𝑀 = 0.5, 𝐺 = 1, 𝛤 = 0.3 in Eq. (59) 
we get 

𝑣𝑂𝐻𝐴𝑀  (𝑦)  =
 − 1.36845 ×  10−17(−1 + 𝑦2)(8.71528 ×  1015  +
 𝑦(6.12648 ×  109  +  𝑦(−1.72871 ×  1015 +
 𝑦(−3.14025 ×  109  +  𝑦(−8.41587 ×  1012  +
 𝑦(3.2572 × 108  +  𝑦(3.07209 ×  1011 +  𝑦(1.33903 ×
 106  +  𝑦(5.70556 ×  108  +  𝑦(−37273.9 +
 𝑦(−1.22634 ×  107  +  𝑦(−20.1364 +  𝑦(1.33903 ×
 106  +  𝑦(5.70556 ×  108  +  𝑦(−37273.9 +
 𝑦(−1.22634 ×  107  +  𝑦(−20.1364 +  𝑦(−62.6786 +
 1𝑦))))))))))))).                          (61) 

Using the same method we have found the values of 
c1, c2, c4, c5 for temperature distribution as 

 

𝒄𝟏 𝒄𝟐 𝒄𝟒 𝒄𝟓 

0.8022157425
325956 

-
2.6532547581

107915 

0.455124539
48245185 

-
2.11690277
72515703 

Using the values of ci and γ = 0.1, B = 1, A = 0.5, α =
165, M = 0.5, G = 1, Γ = 0.1 in Eq. (60) we get 

𝛩𝑂𝐻𝐴𝑀(𝑦)  = 0.664312 +  𝑦(0.5 +  𝑦(−0.223863 +
 𝑦(−1.50995 ×  10−7  +  𝑦(0.0742752 +  𝑦(3.25779 ×
 10−7 +  𝑦(−0.0146459 +  𝑦(−1.03106 ×  10−7  +
 𝑦(−0.0000814195 +  𝑦(9.87488 ×  10−9 +
 𝑦(3.14246 ×  10−6  +  𝑦(2.95234 × 10−11  +
 𝑦(3.16566 ×  10−10  +  𝑦(−8.63231 × 10−13 +
 𝑦(−1.82434 ×  10−11  +  𝑦(−1.19257 ×  10−16  +
 (−3.21288 ×  10−16 +  5.65363 ×
 10−18𝑦)𝑦))))))))))))))).                         (62) 

4.2.   HPM solution 

Zero component of velocity and temperature distribution along 
with the boundary conditions are given by 

𝑑4

𝑑𝑦4 
 𝑣0 (𝑦) + 𝐴 𝑠𝑖𝑛 (𝛼) − 𝐺 = 0,                                      (63)  

𝑣0 (𝑦 = ±1) = 0,
𝑑2

𝑑𝑦2 
 𝑣0 (𝑦 = ±1) = 0, 

𝑑2

𝑑𝑦2 
 𝛩0 (𝑦) = 0,                                        (64) 

𝛩0 (𝑦 = −1) = 0, 𝛩0 (𝑦 = 1) = 1. 

Their solutions are 

𝑣0(𝑦) =
1

24
 (5𝐺 − 6𝐺𝑦2 + 𝐺𝑦4 − 5𝐴 sin(𝛼) +

6𝐴𝑦2 sin(𝛼) − 𝐴𝑦4 sin(𝛼)),                                      (65) 

𝛩0(𝑦) =
1+𝑦

2
.                         (66) 

First component of velocity and temperature distribution along 
with the boundary conditions are given by 

𝑎2𝐵2𝑀
𝑑𝑣0(𝑦)

𝑑𝑦

𝑑Θ0(𝑦)

𝑑𝑦
+ 𝑎2𝐵2𝑀Θ0(𝑦)

𝑑2𝑣0(𝑦)

𝑑𝑦2 −

𝑎2𝐵2 𝑑2𝑣0(𝑦)

𝑑𝑦2 + Γ𝑣0(𝑦) +
𝑑4𝑣1(𝑦)

𝑑𝑦4 = 0,                     (67) 

𝑣1(𝑦 = ±1) = 0,
𝑑2

𝑑𝑦2
𝑣1(𝑦 = ±1) = 0, 

𝛾(
𝑑2𝑣0(𝑦)

𝑑𝑦2 
)

2

𝐵2 +
𝜕2𝛩1(𝑦)

𝑑𝑦2 − 𝑎2𝛾𝑀𝛩0(𝑦) (
𝑑𝑣0(𝑦)

𝑑𝑦
)

2

+

𝑎2𝛾 (
𝑑𝑣0(𝑦)

𝑑𝑦
)

2

= 0,                                   (68) 

Θ1(𝑦 = −1) = 0, Θ1(𝑦 = 1) = 0.b  

Their solutions are 

𝑣1(𝑦) =
1

40320
(3416𝑎2𝐴𝐵2 sin(α) − 1708𝑎2𝐴𝐵2𝑀 sin(α) +

16𝑎2𝐴𝐵2𝑀𝑦7 sin(α) + 28𝑎2𝐴𝐵2𝑀𝑦6 sin(α) −
168𝑎2𝐴𝐵2𝑀𝑦5 sin(α) − 420𝑎2𝐴𝐵2𝑀𝑦4 sin(α) +
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448𝑎2𝐴𝐵2𝑀𝑦3 sin(α) + 2100𝑎2𝐴𝐵2𝑀𝑦2 sin(α) −
296𝑎2𝐴𝐵2𝑀𝑦 sin(α) − 56𝑎2𝐴𝐵2𝑦6 sin(α) +
840𝑎2𝐴𝐵2𝑦4 sin(α) − 4200𝑎2𝐴𝐵2𝑦2 sin(α) −
16𝑎2𝐵2𝐺𝑀𝑦7 − 28𝑎2𝐵2𝐺𝑀𝑦6 + 168𝑎2𝐵2𝐺𝑀𝑦5 +
420𝑎2𝐵2𝐺𝑀𝑦4 − 448𝑎2𝐵2𝐺𝑀𝑦3 − 2100𝑎2𝐵2𝐺𝑀𝑦2 +
296𝑎2𝐵2𝐺𝑀𝑦 + 1708𝑎2𝐵2𝐺𝑀 + 56𝑎2𝐵2𝐺𝑦6 −
840𝑎2𝐵2𝐺𝑦4 + 4200𝑎2𝐵2𝐺𝑦2 − 3416𝑎2𝐵2𝐺 +
1385𝐴Γ sin(α) + 𝐴Γ𝑦8 sin(α) − 28𝐴Γ𝑦6 sin(α) +
350𝐴Γ𝑦4 sin(α) − 1708𝐴Γ𝑦2 sin(α) − 1385Γ𝐺 +
Γ(−𝐺)𝑦8 + 28Γ𝐺𝑦6 − 350Γ𝐺𝑦4 + 1708Γ𝐺𝑦2),           (69) 

Θ1(𝑦) =
1

181440𝐵2
(2862𝑎2𝐴2𝐵2γ sin2(α) −

1431𝑎2𝐴2𝐵2γ𝑀 sin2(α) + 35𝑎2𝐴2𝐵2γ𝑀𝑦9 sin2(α) +
45𝑎2𝐴2𝐵2γ𝑀𝑦8 sin2(α) − 360𝑎2𝐴2𝐵2γ𝑀𝑦7 sin2(α) −
504𝑎2𝐴2𝐵2γ𝑀𝑦6 sin2(α) + 1134𝑎2𝐴2𝐵2γ𝑀𝑦5 sin2(α) +
1890𝑎2𝐴2𝐵2γ𝑀𝑦4 sin2(α) − 809𝑎2𝐴2𝐵2γ𝑀𝑦 sin2(α) −
90𝑎2𝐴2𝐵2γ𝑦8 sin2(α) + 1008𝑎2𝐴2𝐵2γ𝑦6 sin2(α) −
3780𝑎2𝐴2𝐵2γ𝑦4 sin2(α) − 5724𝑎2𝐴𝐵2γ𝐺 sin(α) +
2862𝑎2𝐴𝐵2γ𝐺𝑀 sin(α) − 70𝑎2𝐴𝐵2γ𝐺𝑀𝑦9 sin(α) −
90𝑎2𝐴𝐵2γ𝐺𝑀𝑦8 sin(α) + 720𝑎2𝐴𝐵2γ𝐺𝑀𝑦7 sin(α) +
1008𝑎2𝐴𝐵2γ𝐺𝑀𝑦6 sin(α) − 2268𝑎2𝐴𝐵2γ𝐺𝑀𝑦5 sin(α) −
3780𝑎2𝐴𝐵2γ𝐺𝑀𝑦4 sin(α) + 1618𝑎2𝐴𝐵2γ𝐺𝑀𝑦 sin(α) +
180𝑎2𝐴𝐵2γ𝐺𝑦8 sin(α) − 2016𝑎2𝐴𝐵2γ𝐺𝑦6 sin(α) +
7560𝑎2𝐴𝐵2γ𝐺𝑦4 sin(α) + 2862𝑎2𝐵2γ𝐺2 −
1431𝑎2𝐵2γ𝐺2𝑀 + 35𝑎2𝐵2γ𝐺2𝑀𝑦9 + 45𝑎2𝐵2γ𝐺2𝑀𝑦8 −
360𝑎2𝐵2γ𝐺2𝑀𝑦7 − 504𝑎2𝐵2γ𝐺2𝑀𝑦6 +
1134𝑎2𝐵2γ𝐺2𝑀𝑦5 + 1890𝑎2𝐵2γ𝐺2𝑀𝑦4 −
809𝑎2𝐵2γ𝐺2𝑀𝑦 − 90𝑎2𝐵2γ𝐺2𝑦8 + 1008𝑎2𝐵2γ𝐺2𝑦6 −
3780𝑎2𝐵2γ𝐺2𝑦4 + 16632𝐴2γ sin2(α) −
1512𝐴2γ𝑦6 sin2(α) + 7560𝐴2γ𝑦4 sin2(α) −
22680𝐴2γ𝑦2 sin2(α) − 33264𝐴γ𝐺 sin(α) +
3024𝐴γ𝐺𝑦6 sin(α) − 15120𝐴γ𝐺𝑦4 sin(α) +
45360𝐴γ𝐺𝑦2 sin(α) + 16632γ𝐺2 − 1512γ𝐺2𝑦6 +
7560γ𝐺2𝑦4 − 22680γ𝐺2𝑦2),                     (70) 

Second component of velocity and temperature distribution 
along with the boundary conditions are given by 

𝑎2𝐵2𝑀𝛩0(𝑦)
𝑑2𝑣1(𝑦)

𝑑𝑦2 
𝑎2𝐵2𝑀𝛩1(𝑦)

𝑑2𝑣0(𝑦)

𝑑𝑦2 −

𝑎2𝐵2 𝑑2𝑣1(𝑦)

𝑑𝑦2 +
𝑑4𝑣2(𝑦)

𝑑𝑦4 𝑎2𝐵2𝑀
𝑑𝑣1(𝑦)

𝑑𝑦

𝑑𝛩0(𝑦)

𝑑𝑦
+

𝑎2𝐵2𝑀
𝑑𝑣0(𝑦)

𝑑𝑦

𝑑𝛩1(𝑦)

𝑑𝑦
+ 𝛤𝑣1(𝑦) = 0,       (71)                                           

𝑣2(𝑦 = ±1) = 0,
𝑑2

𝑑𝑦2
𝑣2(𝑦 = ±1) = 0, 

2𝛾
𝑑2𝑣0(𝑦)

𝑑𝑦2
𝑑2𝑣1(𝑦)

𝑑𝑦2

𝐵2 +
𝑑2𝛩2(𝑦)

𝑑𝑦2 + 2𝑎2𝛾𝑀𝛩0(𝑦)
𝑑𝑣0(𝑦)

𝑑𝑦

𝑑𝑣1(𝑦)

𝑑𝑦
−

𝑎2𝛾𝑀𝛩1(𝑦) (
𝑑𝑣0(𝑦)

𝑑𝑦
)

2

+ 2𝑎2𝛾
𝑑𝑣0(𝑦)

𝑑𝑦

𝑑𝑣1(𝑦)

𝑑𝑦
= 0,      (72) 

Θ2(𝑦 = −1) = 0, Θ2(𝑦 = 1) = 0. 

Their solutions are 

𝑣2(𝑦) =

1

261534873600
((𝑦2 − 1)(𝐺 −

𝐴 sin(α)) (𝑎4𝐵2 (72072𝐵2 (𝑀2(𝑦(𝑦(𝑦(𝑦(𝑦(𝑦(𝑦(7𝑦 +

25) − 83) − 515) − 209) + 3643) + 7111) − 6737) −

32714) + 2𝑀(𝑦(6737 − 𝑦(𝑦(5𝑦(𝑦(𝑦(5𝑦 + 9) − 103) −

243) + 3643) + 14535)) + 62325) + 90(𝑦6 − 27𝑦4 +

323𝑦2 − 1385)) − γ𝑀(𝐴2 + 2𝐺2)(1540𝑀𝑦13 +

2475(𝑀 − 2)𝑦12 − 31010𝑀𝑦11 − 55674(𝑀 − 2)𝑦10 +
237622𝑀𝑦9 + 511893(𝑀 − 2)𝑦8 − 573188𝑀𝑦7 −
1515132(𝑀 − 2)𝑦6 − 1035936𝑀𝑦5 − 2947563(𝑀 −
2)𝑦4 + 3822918𝑀𝑦3 + 18538902(𝑀 − 2)𝑦2 −

3536826𝑀𝑦 − 54064629(𝑀 − 2))) +

6552𝑎2 (γ𝑀(21𝑦10 − 287𝑦8 + 2188𝑦6 − 10748𝑦4 +

27367𝑦2 − 64109)(𝐴2 + 2𝐺2) + 𝐵2Γ(6𝑀𝑦9 +

11(𝑀 − 2)𝑦8 − 214𝑀𝑦7 − 484(𝑀 − 2)𝑦6 + 3614𝑀𝑦5 +
11066(𝑀 − 2)𝑦4 − 27010𝑀𝑦3 − 129844(𝑀 − 2)𝑦2 +

50804𝑀𝑦 + 555731(𝑀 − 2))) +

𝑎2𝐴γ𝑀 (𝑎2𝐵2(1540𝑀𝑦13 + 2475(𝑀 − 2)𝑦12 −

31010𝑀𝑦11 − 55674(𝑀 − 2)𝑦10 + 237622𝑀𝑦9 +
511893(𝑀 − 2)𝑦8 − 573188𝑀𝑦7 − 1515132(𝑀 −
2)𝑦6 − 1035936𝑀𝑦5 − 2947563(𝑀 − 2)𝑦4 +
3822918𝑀𝑦3 + 18538902(𝑀 − 2)𝑦2 − 3536826𝑀𝑦 −

54064629(𝑀 − 2)) − 6552(21𝑦10 − 287𝑦8 + 2188𝑦6 −

10748𝑦4 + 27367𝑦2 − 64109)) (𝐴 cos(2α) +

4𝐺 sin(α)) + 546Γ2(𝑦10 − 65𝑦8 + 2410𝑦6 − 53954𝑦4 +

631621𝑦2 − 2702765))),          (73) 

Θ2(𝑦) =

1

160059342643200𝐵2 (γ(𝑦2 −

1)(𝐺 −

𝐴 sin(α))2 (𝑎4𝐵2 (γ𝑀(𝐴2 + 2𝐺2)(1576575𝑀𝑦15 +

2297295(𝑀 − 2)𝑦14 − 31679505𝑀𝑦13 −
49808385(𝑀 − 2)𝑦12 + 251771355𝑀𝑦11 +
443901195(𝑀 − 2)𝑦10 − 866969541𝑀𝑦9 −
1717393941(𝑀 − 2)𝑦8 + 732117949𝑀𝑦7 +
1691135469(𝑀 − 2)𝑦6 + 2148126829𝑀𝑦5 +
5197726557(𝑀 − 2)𝑦4 − 2312301143𝑀𝑦3 −
7951990023(𝑀 − 2)𝑦2 − 2312301143𝑀𝑦 −

7951990023(𝑀 − 2)) − 8019648𝐵2(70𝑀2𝑦10 +

210(𝑀 − 2)𝑀𝑦9 − 14(𝑀(61𝑀 + 44) − 44)𝑦8 −
3640(𝑀 − 2)𝑀𝑦7 + (𝑀(1621𝑀 + 12254) −
12254)𝑦6 + 22100(𝑀 − 2)𝑀𝑦5 + (𝑀(15129𝑀 −
89386) + 89386)𝑦4 − 47728(𝑀 − 2)𝑀𝑦3 +

((257114 − 65391𝑀)𝑀 − 257114)𝑦2 − 35518(𝑀 −

2)𝑀𝑦 + 𝑀(257114 − 65391𝑀) − 257114)) −

102816𝑎2 (33γ𝑀(30𝑦12 − 425𝑦10 + 2851𝑦8 −

11384𝑦6 + 25198𝑦4 − 19847𝑦2 − 19847)(𝐴2 + 2𝐺2) +

2𝐵2 (Γ(165𝑀𝑦11 + 195(𝑀 − 2)𝑦10 − 5451𝑀𝑦9 −

6669(𝑀 − 2)𝑦8 + 79634𝑀𝑦7 + 102726(𝑀 − 2)𝑦6 −
503806𝑀𝑦5 − 714090(𝑀 − 2)𝑦4 + 1144841𝑀𝑦3 +
2033655(𝑀 − 2)𝑦2 + 1144841𝑀𝑦 + 2033655(𝑀 −

2)) − 1287(140𝑀𝑦7 + 225(𝑀 − 2)𝑦6 − 1300𝑀𝑦5 −

2715(𝑀 − 2)𝑦4 + 3236𝑀𝑦3 + 8835(𝑀 − 2)𝑦2 −
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3484𝑀𝑦 − 22665(𝑀 − 2)))) −

𝑎2𝐴γ𝑀 (𝑎2𝐵2(1576575𝑀𝑦15 + 2297295(𝑀 − 2)𝑦14 −

31679505𝑀𝑦13 − 49808385(𝑀 − 2)𝑦12 +
251771355𝑀𝑦11 + 443901195(𝑀 − 2)𝑦10 −
866969541𝑀𝑦9 − 1717393941(𝑀 − 2)𝑦8 +
732117949𝑀𝑦7 + 1691135469(𝑀 − 2)𝑦6 +
2148126829𝑀𝑦5 + 5197726557(𝑀 − 2)𝑦4 −
2312301143𝑀𝑦3 − 7951990023(𝑀 − 2)𝑦2 −

2312301143𝑀𝑦 − 7951990023(𝑀 − 2)) −

3392928(30𝑦12 − 425𝑦10 + 2851𝑦8 − 11384𝑦6 +

25198𝑦4 − 19847𝑦2 − 19847)) (𝐴 cos(2α) +

4𝐺 sin(α)) + 352864512Γ(7𝑦8 − 173𝑦6 + 1717𝑦4 −

5423𝑦2 + 13792))).       (74)                      

The second order HPM solution of velocity profile and tem-
perature distribution are as under. 

𝑣𝐻𝑃𝑀(𝑦) = 𝑣0(𝑦) + 𝑣1(𝑦) + 𝑣2(𝑦).                               (75) 

and 

Θ𝐻𝑃𝑀(𝑦) = Θ0(𝑦) + Θ1(𝑦) + Θ2(𝑦).                              (76) 

Using of γ = 0.1, B = 0.1, A = 0.04, α = 135, M =
0.005, G = 1, Γ = 0.01, a = 0.2 in Eq. (75) and Eq. (76) one 
obtains the following solutions. 

𝑣𝐻𝑃𝑀(𝑦)=0.207222 + y(1.46023 × 10−8 + 
y(−0.248654 + y(−2.21003 × 10−8 + y(0.0414248+ 
y(8.28676 × 10−9 + y(7.44514 × 10−6 + 
y(−7.88697 × 10−10 + y(−2.44068 × 10−7+ 
y(−1.20551 × 10−13 + y(−3.21233 × 10−10 + 
y(2.91432 × 10−15 + y(2.10224 × 10−11+ y(9.8514 
× 10−18 + (2.98879 × 10−16 − 4.66088 × 
10−19y)y))))))))))))),                                                 (77) 
and 

ΘHPM(y) =1.40694 + y(0.5 + y(−1.23656 + 
y(−2.20644 × 10−7 + y(0.41193 + y(2.72583 × 
10−7+ y(−0.0822714 + y(−8.65162 × 10−8 + 
y(−0.0000441843 + y(8.403 × 10−9+ y(1.50419 × 
10−6 + y(1.59405 × 10−12 + y(3.82264 × 10−9 + 
y(−4.06999 × 10−14+ y(−2.50695 × 10−10 + 
y(−1.63881 × 10−16 + (−4.51697 × 10−15+ 
7.76913 × 10−18y)y))))))))))))))).                      (78) 

 4.3.  Volumetric flux, average velocity, shear stress, skin   
friction 

Dimensionless representation of the volume flux can be ex-
pressed as 

𝑄 = ∫ 𝑣(𝑦)𝑑𝑦
1

−1
.           (79) 

By plugging in Eq.(61) and (77) into Eq.(79), we get the follow-
ing equations 

𝑄𝑂𝐻𝐴𝑀  =

−
1

261534873600
 ((𝐺 − 𝐴 𝑠𝑖𝑛 (𝛼) )(𝑎4 𝐵2 (𝐵2 ((1.08116 ×

1010 − 2.844 × 109 𝑀)𝑀 − 1.08116 × 1010 ) +
𝛾𝐺2 𝑀(1.80917 × 108 𝑀 − 3.61833 × 108 )) +

𝑎2 𝐴𝛾𝑀 𝑠𝑖𝑛 (𝛼) (𝐴 𝑠𝑖𝑛 (𝛼) (𝑎2 𝐵2 (1.80917 × 108 𝑀 −
3.61833 × 108 ) − 1.3911 × 109 ) +
𝐺(𝑎2 𝐵2 (7.23667 × 108 − 3.61833 × 108 𝑀) +
2.78219 × 109 )) + 𝑎2 (𝐵2 (−8.76344 × 109 𝛤 +
(4.38172 × 109 𝛤 − 1.41092 × 1010 )𝑀 + 2.82185 ×
1010 ) − 1.3911 × 109 𝛾𝐺2 𝑀) + 𝛤(1.14349 × 1010 −
1.77584 × 109 𝛤) − 6.97426 × 1010 )),                      (80)    

𝑄 𝐻𝑃𝑀

 =

−
1

85135050
 ((𝐺 − 𝐴 𝑠𝑖𝑛 (𝛼) )(𝑎4 𝐵2 (21991𝛾(𝑀 −

2)𝑀(𝐴2 + 2𝐺2 ) − 1092𝐵2 (𝑀(897𝑀 − 3410) +
3410)) + 42𝑎2 (13𝐵2 (2764𝛤 − 8415)(𝑀 − 2) −
4026𝛾𝑀(𝐴2 + 2𝐺2 )) − 𝑎2 𝐴𝛾𝑀(21991𝑎2 𝐵2 (𝑀 − 2) −
169092)(𝐴 𝑐𝑜𝑠 (2𝛼) + 4𝐺 𝑠𝑖𝑛 (𝛼) ) − 56(𝛤(10922𝛤 −
66495) + 405405))).                                       (81) 

The couple stress fluid's average velocity is represented by 

the symbol v̅  and its definition is as follows: 

�̅� =
𝑄

𝑑
 .                                         (82) 

Dimensionless form of (82) correspondence with the flow rate 
given in (80) and (81). 

On the surface of the upper plate, the dimensionless shear 
stress S_p may be calculated using the following formula: 

𝑆𝑝 = −𝜇
𝑑𝑣

𝑑𝑦
 |𝑦=1.                                        (83) 

In this case, there is a minus sign because the top plate is 
pointing in the negative y direction of the coordinate system. 
Putting vOHAM  and vHPM in (83) we get the following equations: 

𝑆𝑂𝐻𝐴𝑀 =
1

130767436800
 (𝜇(𝐺 −

𝐴 𝑠𝑖𝑛 (𝛼) )(𝑐1 (2𝑎2 𝛾𝑐4 𝑀(𝑎2 𝐵2 (−39529728(𝑀 − 2) −
1114880𝑀) + 298561536)(𝐺 − 𝐴𝑠𝑖 𝑛(𝛼))2 −
12972960(4𝑎2 𝐵2 (376𝑀 − 672) − 1088𝛤)) −
6486480(𝑐2 (4𝑎2 𝐵2 (336(𝑀 − 2) + 40𝑀) − 1088𝛤) −
6720) − 546𝑐1

2 (132𝑎4 𝐵4 (−29472𝑀2 + 105088𝑀 −
97920) + 12𝑎2 𝐵2 (𝛤(436480(𝑀 − 2) + 27200𝑀) +
3960(376𝑀 − 672)) + 𝛤(−2122752𝛤 − 12925440)))),            
                                                                                                   (84)            

𝑆𝐻𝑃𝑀 =

−
1

510810300
 (𝜇(𝐺 − 𝐴 𝑠𝑖𝑛 (𝛼) )(𝑎4 𝐵2 (2𝛾𝑀(79384𝑀 −

154413)(𝐴2 + 2𝐺2 ) − 9009𝐵2 (𝑀(921𝑀 − 3284) +
3060)) − 1638𝑎2 (712𝛾𝑀(𝐴2 + 2𝐺2 ) + 5𝐵2 (44(62𝛤 −
189) + 9(517 − 161𝛤)𝑀)) −
2𝑎2 𝐴𝛾𝑀(𝑎2 𝐵2 (79384𝑀 − 154413) −
583128)(𝐴 𝑐𝑜𝑠 (2𝛼) + 4𝐺 𝑠𝑖𝑛 (𝛼) ) − 3276(𝛤(1382𝛤 −
8415) + 51975))).                                                     (85) 

The opposite resistive force which is created between the sur-
face of the body and particles of the fluid is called skin friction 
coefficient. The formula given below represents the skin friction 
coefficient at both plates. 

𝛩′(𝑦) =
1.328

√
𝜌𝑣𝐻

𝜇

.  

The volume fluxes that were calculated using OHAM and 

HPM are denoted here by QOHAM  and QHPM respectively. 
Moreover, Eqs. (84) and (85) represents the shear stresses ob-
tained by putting vOHAM & vHPM in eq. (83). 
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5. RESULTS AND DISCUSSION 

Throughout the course of this investigation, we monitored the 
flow of couple stress fluids as heat was transferred between two 
inclined plates that were parallel to one another. Analytical models 
of the velocity field and temperature distribution were built with the 
help of the OHAM and HPM. In this scenario, the impacts of 

several non-dimensional parameters on the velocity field, 
temperature distribution, volumetric flow rate, and shear stress are 
visually depicted. Tables 1 - 5 display OHAM and HPM solutions 
for fluid velocity, temperature distributions, residuals, absolute 
differences and skin friction for both approaches. It has been 
demonstrated that OHAM and HPM yield comparable outcomes. 

Tab. 1.  Comparing the results of OHAM & HPM for velocity profile, when γ =  0.2, A =  0.4, B =  0.1, a =  0.2, α =  165, M =  0.01, G 1, Γ = 0.3. 

𝒚 𝒗𝑶𝑯𝑨𝑴 Residual 𝒗𝑶𝑯𝑨𝑴 𝒗𝑯𝑷𝑴 Residual 𝒗𝑯𝑷𝑴 Average Residual 

-1. 0. -2.72735×10−9 1.82554×10−17 -1.0742×10−7 5.50735×10−8 

-0.9 0.0190055 -5.93355×10−9 0.0190078 1.43614×10−5 7.17775×10−6 

-0.8 0.037468 -1.78626×10−8 0.0374725 2.84835×10−5 1.42328×10−5 

-0.7 0.054899 -4.10482×10−8 0.0549056 4.19107×10−5 2.09348×10−5 

-0.6 0.070869 -7.42714×10−8 0.0708775 5.43114×10−5 2.71186×10−5 

-0.5 0.085007 -1.1398×10−7 0.0850172 6.53782×10−5 3.26321×10−5 

-0.4 0.0969998 -1.55482×10−7 0.0970115 7.48361×10−5 3.73403×10−5 

-0.3 0.106592 -1.93888×10−7 0.106605 8.24494×10−5 4.11278×10−5 

-0.2 0.113585 -2.24802×10−7 0.113599 8.80278×10−5 4.39015×10−5 

-0.1 0.117837 -2.44795×10−7 0.117851 9.14316×10−5 4.55934×10−5 

0. 0.119264 -2.51702×10−7 0.119278 9.25755×10−5 4.61619×10−5 

0.1 0.117837 -2.44786×10−7 0.117851 9.14309×10−5 4.55931×10−5 

0.2 0.113585 -2.24786×10−7 0.113599 8.80265×10−5 4.39008×10−5 

0.3 0.106592 -1.93866×10−7 0.106605 8.24476×10−5 4.11268×10−5 

0.4 0.0969998 -1.55457×10−7 0.0970115 7.48339×10−5 3.73392×10−5 

0.5 0.085007 -1.13957×10−7 0.0850172 6.53756×10−5 3.26308×10−5 

0.6 0.070869 -7.4254×10−8 0.0708776 5.43086×10−5 2.71172×10−5 

0.7 0.054899 -4.10381×10−8 0.0549056 4.19079×10−5 2.09334×10−5 

0.8 0.037468 -1.78602×10−8 0.0374725 2.84808×10−5 1.42315×10−5 

0.9 0.0190055 -5.93575×10−9 0.0190078 1.4359×10−5 7.17655×10−6 

1. 0. -2.72655×10−9 1.75113×10−17 -1.09349×10−7 5.6038×10−8 

Tab. 2.   Comparing the results of OHAM & HPM for temperature distribution, when γ =  0.03, A =  0.004, B =  0.1, α =  135, M =  0.00005, G =
               0.1, Γ =  0.01, a =  0.2. 

𝒚 𝚯𝑶𝑯𝑨𝑴 
Residual  
𝚯𝑶𝑯𝑨𝑴 

𝚯𝑯𝑷𝑴 
Residual  

𝚯𝑯𝑷𝑴 
Average Residual 

-1. 
-

1.06962×10−19 
4.58588×10−10 -9.06168×10−19 1.2674×10−11 2.35631×10−10 

-0.9 0.0503963 9.85987×10−8 0.0503956 2.13349×10−9 5.03661×10−8 

-0.8 0.10079 3.47926×10−7 0.100788 8.04974×10−9 1.77988×10−7 

-0.7 0.151173 6.89008×10−7 0.151171 1.69256×10−8 3.52967×10−7 

-0.6 0.201537 1.07253×10−6 0.201534 2.77568×10−8 5.50143×10−7 

-0.5 0.25187 1.45826×10−6 0.251867 3.94455×10−8 7.48854×10−7 

-0.4 0.302162 1.81409×10−6 0.302158 5.08813×10−8 9.32485×10−7 

-0.3 0.352401 2.11508×10−6 0.352397 6.1022×10−8 1.08805×10−6 
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-0.2 0.402579 2.34273×10−6 0.402574 6.89681×10−8 1.20585×10−6 

-0.1 0.452689 2.48428×10−6 0.452684 7.40271×10−8 1.27915×10−6 

0. 0.502726 2.53228×10−6 0.502721 7.5763×10−8 1.30402×10−6 

0.1 0.552689 2.48428×10−6 0.552684 7.40271×10−8 1.27915×10−6 

0.2 0.602579 2.34273×10−6 0.602574 6.8968×10−8 1.20585×10−6 

0.3 0.652401 2.11508×10−6 0.652397 6.1022×10−8 1.08805×10−6 

0.4 0.702162 1.81409×10−6 0.702158 5.08813×10−8 9.32486×10−7 

0.5 0.75187 1.45826×10−6 0.751867 3.94454×10−8 7.48855×10−7 

0.6 0.801537 1.07253×10−6 0.801534 2.77567×10−8 5.50143×10−7 

0.7 0.851173 6.89009×10−7 0.851171 1.69256×10−8 3.52967×10−7 

0.8 0.90079 3.47927×10−7 0.900788 8.04971×10−9 1.77988×10−7 

0.9 0.950396 9.85988×10−8 0.950396 2.13348×10−9 5.03661×10−8 

1. 1. 4.58565×10−10 1. 1.26734×10−11 2.35619×10−10 

Tab. 3. Comparison of OHAM & HPM for velocity profile, when γ =  0.2, A =  0.04, B =  0.1, a =  0.2, α =  165, M =  0.05, G =  1, Γ =  0.3. 

𝒚 𝒗𝑶𝑯𝑨𝑴 𝒗𝑯𝑷𝑴 Absolute Difference 

-1. 0. -7.32191×10−19 1.01466×10−17 

-0.9 0.0303673 0.0303708 3.57024×10−6 

-0.8 0.0598669 0.059874 7.05155×10−6 

-0.7 0.0877185 0.0877288 1.03576×10−5 

-0.6 0.113236 0.113249 1.3407×10−5 

-0.5 0.135826 0.135842 1.61247×10−5 

-0.4 0.154988 0.155006 1.84444×10−5 

-0.3 0.170314 0.170335 2.03097×10−5 

-0.2 0.181488 0.181509 2.16752×10−5 

-0.1 0.188282 0.188305 2.2508×10−5 

0. 0.190562 0.190585 2.27878×10−5 

0.1 0.188282 0.188305 2.25079×10−5 

0.2 0.181488 0.181509 2.16751×10−5 

0.3 0.170314 0.170335 2.03095×10−5 

0.4 0.154988 0.155006 1.84442×10−5 

0.5 0.135826 0.135842 1.61245×10−5 

0.6 0.113236 0.113249 1.34067×10−5 

0.7 0.0877185 0.0877289 1.03574×10−5 

0.8 0.059867 0.059874 7.05141×10−6 

0.9 0.0303673 0.0303709 3.57017×10−6 

1. 0. -8.61145×10−20 1.09648×10−17 

Tab. 4.  Comparison of OHAM & HPM for temperature distribution, when γ =  0.03, A =  0.04, B =  0.1, α =  135, M =  0.00005, 
             G =   0.1, Γ = 0.01, a =  0.2. 

𝒚 𝚯𝑶𝑯𝑨𝑴 𝚯𝑯𝑷𝑴 Absolute Difference 

-1. -1.06962×10−19 -9.06168×10−19 5.96311×10−19 

-0.9 0.0503963 0.0503956 7.16137×10−7 

-0.8 0.10079 0.100788 1.42771×10−6 
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-0.7 0.151173 0.151171 2.12385×10−6 

-0.6 0.201537 0.201534 2.78821×10−6 

-0.5 0.25187 0.251867 3.40088×10−6 

-0.4 0.302162 0.302158 3.9404×10−6 

-0.3 0.352401 0.352397 4.38587×10−6 

-0.2 0.402579 0.402574 4.71879×10−6 

-0.1 0.452689 0.452684 4.92468×10−6 

0. 0.502726 0.502721 4.99437×10−6 

0.1 0.552689 0.552684 4.92468×10−6 

0.2 0.602579 0.602574 4.71879×10−6 

0.3 0.652401 0.652397 4.38587×10−6 

0.4 0.702162 0.702158 3.9404×10−6 

0.5 0.75187 0.751867 3.40087×10−6 

0.6 0.801537 0.801534 2.78821×10−6 

0.7 0.851173 0.851171 2.12385×10−6 

0.8 0.90079 0.900788 1.42771×10−6 

0.9 0.950396 0.950396 7.16137×10−7 

1. 1. 1. 1.62664×10−17 

Tab. 5.   Calculations for Θ′(−1) and Θ′(1) against different values of γ keeping G =  0.001, a =  0.2, M =  0.00015, α =  155, A =  0.02, Γ      

               = 0.02, B =  0.3 fixed. 

𝛄 𝚯𝐎𝐇𝐀𝐌
′ (−𝟏) 𝚯𝐇𝐏𝐌

′ (−𝟏) Absolute Difference 𝚯𝐎𝐇𝐀𝐌
′ (𝟏) 𝚯𝐇𝐏𝐌

′ (𝟏) Absolute Difference 

-1. 0.499496 0.499499 2.79823×10−6 0.500504 0.500501 2.79821×10−6 

-0.877 0.499558 0.499561 2.45405×10−6 0.500442 0.500439 2.45403×10−6 

-0.754 0.49962 0.499622 2.10986×10−6 0.50038 0.500378 2.10985×10−6 

-0.631 0.499682 0.499684 1.76568×10−6 0.500318 0.500316 1.76567×10−6 

-0.508 0.499744 0.499745 1.4215×10−6 0.500256 0.500255 1.42149×10−6 

-0.385 0.499806 0.499807 1.07732×10−6 0.500194 0.500193 1.07731×10−6 

-0.262 0.499868 0.499869 7.33135×10−7 0.500132 0.500131 7.33132×10−7 

-0.139 0.49993 0.49993 3.88954×10−7 0.50007 0.50007 3.88952×10−7 

-0.016 0.499992 0.499992 4.47716×10−8 0.500008 0.500008 4.47714×10−8 

0.107 0.500054 0.500054 2.9941×10−7 0.499946 0.499946 2.99409×10−7 

0.23 0.500116 0.500115 6.43592×10−7 0.499884 0.499885 6.43589×10−7 

0.353 0.500178 0.500177 9.87774×10−7 0.499822 0.499823 9.8777×10−7 

0.476 0.50024 0.500239 1.33196×10−6 0.49976 0.499761 1.33195×10−6 

0.599 0.500302 0.5003 1.67614×10−6 0.499698 0.4997 1.67613×10−6 

0.722 0.500364 0.500362 2.02032×10−6 0.499636 0.499638 2.02031×10−6 

0.845 0.500426 0.500423 2.3645×10−6 0.499574 0.499577 2.36449×10−6 

0.968 0.500488 0.500485 2.70868×10−6 0.499512 0.499515 2.70867×10−6 
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Fig. 2.  Velocity Profile for B =  2.5, γ =  2, A =  1, a =  0.1, α =

  165, M =  0.002, Γ =  0.2  using OHAM 

 
Fig. 3.  Velocity Profile for B =  2.5, γ =  2, A =  1, a =  0.1, α =

  165, M =  0.002, Γ =  0.2 using HPM 

 
Fig. 4.    Velocity Profile for B =  1.4, γ =  0.1, G =  1, α =

    135, a =  3, M =  1.15, Γ =  0.2 using OHAM 

 
Fig. 5.  Velocity Profile for B =  1.4, γ =  0.1, G =  1, α =

 135, a =   3, M =  1.15, Γ =  0.2 using HPM 

 
Fig. 6.  Velocity Profile for G =  1, γ =  3, A =  −1, a =  3 α =

  135, M =  1.15, Γ =  0.2 using OHAM 

 
Fig. 7.  Velocity Profile for G =  1, γ =  3, A =  −1, a =  3 α =

  135, M =  1.15, Γ =  0.2 using HPM 

 
Fig. 8.  Velocity Profile for G =  1, γ =  0.1, A =  −1, a =  3, α =

  135, M =  1.15, B =  1.4 using OHAM 

 
Fig. 9.  Velocity Profile for G =  1, γ =  0.1, A =  −1, a =  3, α =

  135, M =  1.15, B =  1.4 using HPM 
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Fig. 10.  Velocity Profile for B =  2.1, A = 1.1, G =  1, α =

 13, a =    2, M =  1.15, Γ =  0.2 using OHAM 

 
Fig. 11.  Velocity Profile for B =  2.1, A = 1.1, G =  1, α =

 13, a =    2, M =  1.15, Γ =  0.2 using HPM 

Figures 2-11 for the velocity profile in the case of inclined 
Poiseuille flow are presented to explore the impacts of various 
parameters. As we can see in these graphs, changes in 
parameter values create changes in fluid velocity. Both Figures 4 

and 5 show that the pressure gradient A is inversely proportional 
to the fluid’s velocity. The results of parameter B’s influence on 
the flow velocity are shown in Figures 6 and 7. If you raise B, the 

fluid’s velocity goes up, and if you lower B, it slows down. The 
impact of the MHD parameter Γ on the velocity field is seen in 

Figures 8 and 9. The fluid’s velocity and Γ are directly related to 
one another. The MHD parameter controls the relationship 
between magnetic fields and fluid velocity on an inclined plane. 
Increased parameter values modify velocity profiles and flow 
stability by amplifying magnetic effects. 

 
Fig. 12.  Temperature distribution for B = 2.5, γ =  2, A =  1, a =

   0.1, α =  165, M = 0.002, Γ =  0.2 using OHAM 

 
Fig. 13.  Temperature distribution for B = 2.5, γ =  2, A =  1, a =

   0.1, α =  165, M = 0.002, Γ =  0.2 using HPM 

 
Fig. 14.   Temperature distribution for B = 0.3, γ =  0.1, G =  1, α =

     165, a =  3, M = 0.015, Γ =  0.2 using OHAM 

 
Fig. 15.   Temperature distribution for B = 0.3, γ = 0.1, G =  1, α =

     165, a =  3, M = 0.015, Γ =  0.2 using HPM 

 
Fig. 16.  Temperature distribution for G = 2, γ =  0.2, A =  0.3, a =

   3, α =  135, M =  1.15, B =  1.4 using OHAM 
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Fig. 17.  Temperature distribution for G = 2, γ =  0.2, A =  0.3, a =

    3, α =  135, M =  1.15, B =  1.4 using HPM 

 
Fig. 18.  Temperature distribution for B =  2.1, A = 1.1, G =  1, α =

    135, a =  2, M =  1.15, Γ =  0.2 using OHAM 

 
Fig. 19.  Temperature distribution for B =  2.1, A = 1.1, G =  1, α =

   135, a =  2, M =  1.15, Γ =  0.2 using HPM 

 
Fig. 20.  Shear Stress for γ =  2, M =  0.002, a = 0.1, α =

   165, B =  2.5, Γ =  0.2, A =  1 using OHAM 

 
Fig. 21.   Shear Stress for γ =  2, M =  0.002, a =  0.1, α =

     165, B =  2.5, Γ =  0.2, A =  1 using HPM 

 
Fig. 22.  Error graph of vOHAM for γ =  2, M =  0.002, a =

    0.1, α =  165, B =  2.5, Γ =  0.2, A =  1 and G =  1 

 
Fig. 23.  Error graph of vHPM for γ =  2, M =  0.002, a =

 0.1, α =     165, B =  2.5, Γ =  0.2, A =  1 and G =  1 

 
Fig. 24.   Error graph of ΘOHAM for γ =  2, M =  0.002, a =

     0.1, α =  165, B =  2.5, Γ =  0.2, A =  1 and G =  1 
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Fig. 25.  Error graph of ΘHPM for γ =  2, M =  0.002, a =

 0.1, α =     165, B =  2.5, Γ =  0.2, A =  1 and G =  1 

In Figures 12-19 we observed the effect of numerous 

parameters on temperature distribution Θ. The increase or 
decrease in the values of these parameters causes change in the 
temperature of the fluid. In Figures 14 and 15 we have seen that 

increase in the value of A causes increase in the temperature of 

the fluid. The parameter A is directly related to the temperature 
distribution Θ. In figures 16 and 17 a reduction in the MHD 
parameter enhances magnetic influence and encourages the 
conversion of magnetic energy into thermal energy. Due to 
increased heat production and decreased magnetic field 
resistance, this raises the fluid temperature. The influence of 
parameter γ on temperature distribution is visualized using graphs 
18-19. Since fluid mixing is improved and internal thermal 
gradients are minimized as the Brinkman number rises, fluid 
momentum prevails over thermal conduction, resulting in a more 
uniform temperature distribution. This implies that viscous heating 
of the fluid produces more heat than heat transfer from the heated 
wall to the fluid. By varying the values of G, we can examine how 

shear stress Sp behaves in an inclined Poiseuille flow in Figures 

20-21. The visual representation of error graphs is shown in 
Figures 22-25. 

6. CONCLUSION 

In this work, we have investigated the flow of couple stress 
fluids as heat was transferred between two inclined fixed plates 
that were parallel to each another. Analytical solutions of the 
problem have been obtained using HPM and OHAM. The results 
for velocity and temperature have been plotted graphically and 
discussed in detail. The important outcomes of the graphical 
analysis of the problem are as follows: 

 MHD parameter Γ produces a Lorentz force, which 
suppresses turbulence and alters the velocity profile to 
produce a faster fluid flow. while, decreased temperature 
distribution in the fluid results from reduced energy loss due to 
magnetic drag reduction. 

 Greater forced convection, thinner boundary layers, and 
enhanced fluid motion are all benefits of increased Brinkman 
number γ. Because of greater thermal mixing, increased heat 
transfer efficiency causes a reduction in fluid temperature 
distribution. 
 

 

Nomenclature: 
η       Couple Stress Parameter 
𝐷

𝐷𝑡
 Material Derivative 

𝜅 Thermal Conductivity 
L Gradient of Velocity 
𝜇  Viscosity Coefficient 

𝜌 Constant Density 

Υ Velocity 

A Rivlin Ericksen tensor 
B Magnetic Induction 
C Unit Tensor 
D Current Density 
T Cauchy Stress Tensor 
Θ Temperature 

𝑐𝑝 Specific Heat 

g Body force 
p Dynamic Pressure 

𝑆 Extra Stress Tensor 

Γ MHD Parameter 
𝛾 Brinkman number 
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Abstract: In this research, we develop a new analytical technique based on the Elzaki transform (ET) to solve the fractional-order  
biological population model (FBPM) with initial and boundary conditions (ICs and BCs). This approach can be used to locate both  
the closed approximate solution and the exact solution of a differential equation. The usefulness and validity of this strategy for managing 
the solution of FBPM are demonstrated using a few real-world scenarios. The dependability of the suggested strategy is also shown using 
a table and a few graphs. The approximate solutions that were achieved and the convergence analysis are shown in numerical simulations 
in a range of fractional orders. From the numerical simulations, it can be seen that the population density increases with increasing  
fractional order, whereas the population density drops with decreasing fractional order. 

Key words: fractional biological population model, novel analytical method, Elzaki transform, Mittag-Leffler 

1. INTRODUCTION 

Although fractional derivatives have a long mathematical his-
tory, science did not use them frequently for a very long time. One 
possible explanation for the unpopularity of fractional derivatives 
is the prevalence of various non-equivalent definitions of them [1–
3]. Furthermore, due to their non-locality, fractional derivatives 
lack a precise geometrical interpretation [1]. Over the past 10 
years, however, fractional calculus has begun to attract the atten-
tion of mathematicians and engineers much more. It was discov-
ered that fractional derivatives can effectively imitate a variety of 
applications, notably interdisciplinary ones. Fractional derivatives 
can be used to explain a variety of phenomena, such as the non-
linear oscillation of earthquakes [3],   Kilbas et al. [1] provide an 
overview of a few fractional derivative applications in continuous 
mechanics and statistical mechanics. 

Many authors have researched the analytical findings on the 
existence and distinctiveness of fractional differential equation 
[FDE] solutions. Various techniques, including Adomian decom-
position (ADM), Homotopy analysis [5], and many more, have 
been used in recent years to solve FDEs, FPDEs, and dynamic 
systems incorporating fractional derivatives. Fractional operators 
can be used to effectively represent phenomena with the memory 
effect since they are non-local. We stress that a particular frac-
tional operator can change a PDE from a local to a non-local one 
by substituting it for the classical derivative with respect to time.  

In this essay, the FBPM will be resolved using a novel ap-
proach called the Elzaki transform (ET) approach. ET and its 
variations are used to tackle boundary value problems. The rec-
ommended approach [10, 11, 21, 22, 24] presents the solution in 
a finite series form that is straightforward to compute, but the real 
strategy offers greater precision because different starting approx-
imations are employed in any iterations. This class of equations 

including linear fractional differential equations did not have an 
analytical solution method prior to the 17th century. Linear and 
non-linear population problems were handled in [8, 9] using the 
VIM and HPM. Akinfe and Loyinmi [13] have examined other 
earlier research attempts on the current fractional biological popu-
lation model and its applications in quantum physics, optics, fluid 
modelling employing the ET and a solitary wave solution to the 
generalised Burgers-Fisher’s equation using an improved differen-
tial transform method in [14–17, 28]. Additionally, the fractional 
order model is examined in [18–20] with regard to Esmehan Ucar 
et al. 

The Caputo fractional derivative was used for this study be-
cause it enables the formulation of the physical problems to in-
clude conventional initial and boundary conditions (BCs). Provide 
a few other crucial properties of fractional derivatives. A few in-
stances of the identified difficulties are addressed using the gen-
eral description of the suggested solution. Finding analytical solu-
tions to FBPM using initial conditions (ICs) and BCs is fairly diffi-
cult. The current study uses a relatively simple and straightforward 
methodology to obtain closed-form analytical answers for the 
FBPM. We’ll talk about the fractional biological population model 
in this article, and this strategy is a potent method for resolving the 
functional equations that arise from modelling various systems 
analytically. 

The plan of our paper is as follows: Brief definitions of frac-
tional calculus are given in Section 1. Some theorems of the ET 
are given in Section 2. The novel analytical method is presented 
in Section 3. The convergence analysis is presented in Section 4. 
In Section 5, three numerical examples are given to illustrate the 
applicability of the considered method. Numeric results are pre-
sented in Section 6.Section 7 is devoted to the conclusions of the 
work. 

The generalised time-fractional non-linear biological popula-
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tion equation we suggest in this paper is as follows: 

𝐷𝑡
𝛼Φ(𝑥, 𝑦, 𝑡) =

∂2

∂𝑥2
(Φ2) +

∂2

∂𝑦2
(Φ2) + 𝑓(Φ),    

0 < 𝛼 ≤ 1,    𝑡 > 0,

                 

(1) 

Given ICs and BCs, and based on Verhulst and Malthusian 
law, we explore a more generic version of, 

𝑓 (Φ) = ℎ Φ𝑎(1 − 𝑟Φ𝑏),   ℎ, 𝑎, 𝑏, 𝑟 ∈ ℝ,  

They switch to Verhulst and Malthusian laws when choosing 
exceptional values. 

Definition 1: The following definition for the Riemann–Liouville 
(R–L) [23], fractional integral (FI) operator, of the order 

𝛼  >   0,of 𝑓 ∈   𝐶𝜇 , 𝜇  ≥   −1, is given: 

𝐽𝛼𝑓(𝜂) =
1

Γ(𝛼)
∫ (𝜂 − 𝑣)𝛼 − 1𝑓(𝑣) 𝑑𝑣, 𝛼 > 0

𝜂

0
. 𝐽0 𝑓(𝜂) =

𝑓(𝜂).     

Some properties of 𝐽𝛼 , for, 𝑓𝑛 ∈  𝐶𝜇 , 𝑛 ∈ 𝑁, 𝛼, 𝛽 ≥

0 and 𝛾 ≥  −1: 

(a)    𝐽𝛼𝐽𝛽𝑓(𝜂)  =  𝐽𝛼 + 𝛽𝑓(𝜂)  

(b)   𝐽𝛼 𝜂𝛾 =  
Γ(𝛾 + 1)

Γ(𝛾 + 𝛼 + 1)
  𝜂𝛼 + 𝛾   

Definition 2: According to Caputo, the fractional derivative 

of  𝑓(𝜂), is: 𝐷𝛼𝑓(𝜂) = 𝐽𝑚  −  𝛼𝐷𝑚𝑓(𝜂). For 𝑚 − 1 <  𝛼 ≤
𝑚, 𝑚 ∈  𝑁, 𝜂 > 0,and𝑓 ∈   𝐶−1

𝑚 . 
Caputo’s fractional derivative (CFD) computes an ordinary de-

rivative first, then a FI to determine the right order of a fractional 
derivative. The FI operator of RL and the integer order integration 
are both linear operations: 

𝐽𝛼  (∑ 𝑐𝑖  𝑓𝑖(𝜂)𝑛
𝑖  =  1 )   =   ∑ 𝑐𝑖  𝐽𝛼𝑓𝑖(𝜂)𝑛

𝑖  =  1 , 

 where,{𝑐𝑖} 𝑖  =  1
𝑛 are constants. 

Fractional derivatives are interpreted as having a Caputo, 
meaning, in the current investigation, provides the reason for 
using the Caputo definition.  

2. ELZAKI TRANSFORM 

Here is a short explanation of the modified Sumudu transform, 
also known as the ET of the function Φ(η), 

𝐸[Φ(𝜂)] = 𝑝 ∫ Φ(𝜂)  𝑒
−

𝜂

𝑝
∞

0
𝑑𝜂 = 𝑇(𝑝)  ,        𝜂 > 0,  

where, 𝑝 is a complex value. 
Tarig M. Elzaki has shown in [10, 11, 5] that PDEs, ODEs, 

systems of PDEs, and Euler-Bernoulli Beam’s can all be solved 
using the modified Sumudu transform, or ET. When Sumudu and 
Laplace transforms are unsuccessful in solving DEs with variable 
coefficients, ET can be effectively used [12].  

Theorem 1: [2] IfΦ = Φ(x, y, t), then the partial derivatives 
are transformed by ET as follows: 

𝐸 [
∂ Φ 

∂𝑡
] =

1

𝑝
𝑇(𝑥, 𝑦, 𝑝) − 𝑝 Φ (𝑥, 𝑦, 0) ,            

𝐸 [
∂2Φ 

∂𝑡2 ] =
1

𝑝2 𝑇(𝑥, 𝑦, 𝑝) − Φ (𝑥, 𝑦, 0) − 𝑝
∂ Φ (𝑥,𝑦,0)

∂𝑡
  ,          

𝐸 [
∂ Φ 

∂𝑥
] =

𝑑

𝑑𝑥
[𝑇(𝑥, 𝑦, 𝑝)],            𝐸 [

∂2Φ 

∂𝑥2 ] =  
𝑑2

𝑑𝑥2
[𝑇(𝑥, 𝑦, 𝑝)],

𝐸 [
∂ Φ 

∂𝑦
] =

𝑑

𝑑𝑦
[𝑇(𝑥, 𝑦, 𝑝)],            𝐸 [

∂2Φ 

∂𝑦2 ] =  
𝑑2

𝑑𝑦2
[𝑇(𝑥, 𝑦, 𝑝)].

  

ET of some functions: 

Φ(𝜂) 𝐸[Φ(𝜂)] = 𝑇(𝑝) 

1 𝑝2 

𝜂 𝑝3 

𝜂𝑛 𝑛!   𝑝𝑛+2 

𝑒𝑎𝜂 
𝑝2

1 − 𝑎𝑝
 

sin𝑎𝜂 
𝑎𝑝3

1 + 𝑎2𝑝2 

cos𝑎𝜂 
𝑝2

1 + 𝑎2𝑝2 

 
Here, we show some lemmas that can be applied to extract 

the function Φ(η), from its ET. 

Lemma 1: ET of R–L FI operator of order α > 0, is repre-
sented as: 

𝐸[𝐽𝛼 Φ(𝜂)]  =  𝑝𝛼  𝑇(𝑝).  

Proof: We begin by: 

𝐸[𝐽𝛼 Φ(𝜂)] = 𝐸 [
1

Γ(𝛼)
 ∫ (𝜂  −   𝛼)𝛼 − 1Φ(𝜂)  𝑑𝜂

𝜂

0
] 

=
1

Γ(𝛼)
  

1

𝑝
 𝑇(𝑝) 𝐺(𝑝) = 𝑝𝛼 𝑇(𝑝)

,  

where 

𝐺(𝑝)   =   𝐸[𝜂𝛼 − 1]   =   𝑝𝛼  + 1Γ(𝛼). 

Lemma 2: ET of CFD for  α > 0,   m −  1  <  α ≤  m,
m ∈ N, is; 

𝐸[𝐷𝑡
𝛼Φ ]  =  𝑝𝑚−𝛼 [

𝑇(𝑥,𝑦,𝑝)

𝑝𝑚   −   
Φ (𝑥,𝑦,0)

𝑝𝑚−2   −   
∂ Φ (𝑥,𝑦,0)

∂𝑡

𝑝𝑚  −  3

 −   ⋅⋅⋅   −  𝑝 
∂𝑚−1 Φ (𝑥,𝑦,0)

∂𝑡𝑚−1

] ,

or   

  

𝐸[𝐷𝑡
𝛼Φ]  =

1

𝑝𝛼 𝐸[Φ ] − ∑
∂𝑘 Φ (𝑥,𝑦,0)

∂𝑡𝑘
𝑚−1
𝑘=0 𝑝2−𝛼+𝑘, 𝑚 − 1 <

𝛼 ≤ 𝑚,  

The following is the definition of the normal and generalized 
Mittag-Leffler functions: 

∈𝛼 (𝜂) = ∑  
𝜂𝑛

Γ(𝑛 𝛼  +  1)
∞
𝑛  =  0 , ∈𝛼 ,𝛽 (𝜂) = ∑  

𝜂𝑛

Γ(𝑛 𝛼  +  𝛽)
∞
𝑛  =  0 ..  

Lemma 3: If, α, β > 0, a ∈ C and 
1

pα  > |a|, the formula for 

inverse ET is as follows: 

𝐸−  1 [
𝑝𝛽   + 1

1  +   𝑎 𝑝𝛼
]   =   𝜂𝛽  − 1  ∈𝛼  ,𝛽 (− 𝑎 𝜂𝛼). 

Proof: 

𝑝𝛽   + 1

1  +  𝑎 𝑝𝛼  =  𝑝𝛽   + 1  
1

1  +  𝑎 𝑝𝛼   
  =   𝑝𝛽   + 1  ∑ (− 𝑎)𝑛(𝑝𝛼)𝑛∞

𝑛  =  0  

= ∑ (− 𝑎)𝑛  𝑝𝑛 𝛼 + 𝛽 + 1∞
𝑛  =  0 ,
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Then: 

𝐸−  1 [
𝑝𝛽   + 1

1  +  𝑎 𝑝𝛼]   =   𝐸−1[∑ (− 𝑎)𝑛  𝑝𝑛 𝛼 + 𝛽 + 1∞
𝑛  =  0 ]

= ∑
(− 𝑎)𝑛𝜂𝑛𝛼+𝛽  − 1

Γ(𝑛𝛼+𝛽)
∞
𝑛  =  0 = 𝐴𝛽  − 1 ∑

(− 𝑎𝜂𝛼)𝑛

Γ(𝑛𝛼+𝛽)
∞
𝑛  =  0 = 𝜂𝛽  − 1 ∈𝛼  ,𝛽 (− 𝑎 𝜂𝛼).

    

3. THE NOVEL ANALYTICAL METHOD 

We explain the basic tenets of the suggested approach in this 
section. Let’s look at the fractional non-linear non-homogeneous 
PDE, 

𝐷𝑡
𝛼Φ + 𝑅[Φ] + 𝑁[Φ] = 𝑔(𝑥, 𝑦, 𝑡) ,

0 < 𝛼 ≤ 2, 0 ≤ 𝑥 ≤ 𝑑 , 0 ≤ 𝑦 ≤ 𝑗 , 𝑡 ≥ 0, 𝑑, 𝑗 ∈ ℝ,
     

(2)

           

 

with the ICs, and BCs, 

Φ(𝑥, 𝑦, 0) = ℎ1(𝑥, 𝑦) ,   Φ𝑡(𝑥, 𝑦, 0) = ℎ2(𝑥, 𝑦) , 
Φ(0, 𝑦, 𝑡) = 𝑘1(𝑦, 𝑡) ,   Φ(𝑑, 𝑦, 𝑡) = 𝑘2(𝑦, 𝑡) ,
Φ(𝑥, 0, 𝑡) = 𝑘3(𝑥, 𝑡) ,    Φ(𝑥, 𝑗, 𝑡) = 𝑘4(𝑥, 𝑡) ,

        (3) 

R, N are linear and non-linear operators, and g, inhomogene-
ous terms.  

Considering that,Φn
∗  the new method was employed to calcu-

late the new solution, 

Φ𝑛
∗ = Φ𝑛 + (𝑑 − 𝑥)(𝑘1 − Φ𝑛(0, 𝑦, 𝑡)) + 𝑥(𝑘2  − Φ𝑛(𝑑, 𝑦, 𝑡))  +

(𝑗 − 𝑦)(𝑘3 − Φ𝑛(𝑥, 0, 𝑡)) + 𝑦(𝑘4  − Φ𝑛(𝑥, 𝑗, 𝑡)),
     

 

 (4) 

where n = 0, 1, ⋯. 

It is obvious thatΦn
∗  will meet both the ICs’ and BCs’ stand-

ards. We can resolve Eq. (2) by using the ET to deduce Eq. (3). 

𝐸[𝐷𝑡
𝛼Φ] + 𝐸{𝑅[Φ] + 𝑁[Φ]} = 𝐸[𝑔] ,

𝐸(Φ) = 𝑝2ℎ1(𝑥, 𝑡) + 𝑝3ℎ2(𝑥, 𝑡) − 𝑝𝛼𝐸{𝑅[Φ] + 𝑁[Φ] − 𝑔}.
 

       

 

 (5) 

It is believed that the solution to Eq. (2) has the following se-
ries form:      

Φ = ∑ Φ𝑛
∞
𝑛=0  ,     

                                              

                       (6) 

As a result of applying Eq. (6) and the inverse of ET to Eq. (5), 
we can now determine,           

∑ Φ∞
𝑛=0 = 𝐺 − 𝐸−1{𝑝𝛼𝐸[𝑅[Φ] + 𝑁[Φ]]},

                           

(7)

                        

 

When,Gan expression is made from a source word and the 
necessary ICs, 

This method relies on how we choose the initial iteration 

Φ0that offers the exact solution in a constrained number of steps. 
To discover the solution iteratively, apply the relations listed 

below.     

Φ𝑛+1 = 𝐸−1{𝑝𝛼𝐸[𝑅[Φ𝑛
∗ ] + 𝑁[Φ𝑛

∗ ]]} ,
 

 

Φ0 = 𝐺,              

                                                                        

(8) 

From Eqs. (8) and (4), we can infer that:  

Φ0,    Φ1,     Φ2 , . ..  ,      

The solution can then be inferred from Eq. (6). 
We demonstrate that FBPMs that are under the ICs, BCs, and 

ET may be resolved using the suggested strategy. 

4. CONVERGENCE ANALYSIS CONSIDERED PROBLEM 

This section examines the FBPM's convergence for the speci-
fied problem, as stated in Eq. (1). To do this, we apply the opera-
tor's Eq. (1) as: 

𝑇(Φ) = 𝐷𝑡Φ = (𝐷𝑥
2 + 𝐷𝑦

2) Φ2 + ℎΦ𝑎 − 𝑟ℎΦ𝑎+𝑏 ,  

Let 𝐻 ∈ 𝐿2[𝑇], ∀Φ ∈ 𝐻, [25] where  

𝐻 ∈ 𝐿Φ
2 [(𝑚, 𝑛) × [0, 𝑇]],  such that, 

Φ: = [(𝑚, 𝑛) × [0, 𝑇]] →  𝑅3,  

with 𝑚 << 0  and  𝐵 = [(𝑚, 𝑛) × [0, 𝑇]], 

where ‖Φ‖𝐻
2 = ∫ Φ2𝑑𝑥𝑑𝑦𝑑𝑡,

𝐵
 then 𝐸𝑡

−1{𝐸𝑡[Φ(𝑥, 𝑦, 𝑡)]} < ∞
 

We now assume the following in order to demonstrate T, to be 
semi-continuous [25]: 

Assumption:  

H1 for σ > 0, exist a constant β > 0, and  ∀Φ1, Φ2 ∈ H, 
with k‖Φ1 + Φ2‖ ≤ σ,  

we obtain 

‖T(Φ1) − T(Φ2)‖ ≤ β‖Φ1 − Φ2‖, ∀Φ1, Φ2 ∈ H. 

Theorem 2: (Convergence Condition)[26]. Without initial and 
BCs convergent to a specific solution, the problem under consid-
eration is examined in Eq. (1). 

Making use of the above Assumption for operator T(Φ), in 
Eq. (1), to obtain, 

𝑇(Φ1) − 𝑇(Φ2) = (𝐷𝑥
2 + 𝐷𝑦

2) Φ1
2 + ℎΦ1

𝑎 − 𝑟ℎΦ1
𝑎+𝑏

−{(𝐷𝑥
2 + 𝐷𝑦

2) Φ2
2 + ℎΦ2

𝑎 − 𝑟ℎΦ2
𝑎+𝑏} = 𝐷𝑥

2(Φ1
2 − Φ2

2)

+𝐷𝑦
2(Φ1

2 − Φ2
2) + ℎ(Φ1

𝑎 − Φ2
𝑎) − 𝑟ℎ(Φ1

𝑎+𝑏 − Φ2
𝑎+𝑏),

 

By using the norm, we can get:  

‖𝑇(Φ1) − 𝑇(Φ2)‖ = ‖𝐷𝑥
2(Φ1 − Φ2)(Φ1 + Φ2)‖

 +‖𝐷𝑦
2(Φ1 − Φ2)(Φ1 + Φ2)‖

+ℎ‖(Φ1
𝑎 − Φ2

𝑎)‖ − 𝑟ℎ‖(Φ1
𝑎+𝑏 − Φ2

𝑎+𝑏)‖,
 

By utilizing the conditions on the operators Dx
2, Dy

2, in 

H, ∃ ς1, ς2 > 0, and if a = b = 1, we can define, 

𝐷𝑥
2(Φ1 − Φ2)(Φ1 + Φ2) ≤ 𝜍1‖Φ1 − Φ2‖,   

𝐷𝑦
2(Φ1 − Φ2)(Φ1 + Φ2) ≤ 𝜍2‖Φ1 − Φ2‖,

 

Therefore, 

‖𝑇(Φ1) − 𝑇(Φ2)‖ ≤ 𝜍1‖Φ1 − Φ2‖ + 𝜍2‖Φ1 − Φ2‖

 +ℎ‖Φ1 − Φ2‖ − 𝑟𝜎‖Φ1 − Φ2‖   ⇒ 

 ‖𝑇(Φ1) − 𝑇(Φ2)‖ ≤ (𝜍1 + 𝜍2 + ℎ − 𝑟𝜎)‖Φ1 − Φ2‖,
 

Let,  

𝑑 =  𝜍1 + 𝜍2 + ℎ − 𝑟𝜎 > 0, then we can write,  

‖𝑇(Φ1) − 𝑇(Φ2)‖ ≤ 𝑑‖Φ1 − Φ2‖. 

Thus, the assumption is met. As a result, the suggested ap-
proach converges. 
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5. ILLUSTRATIVE EXAMPLES  

In this section, we will use three numerical examples to illus-
trate the efficiency and dependability of the method. 
Example 1: Take a look at FBPM in one dimension, 

𝐷𝑡
𝛼Φ(𝑥, 𝑡) =

∂2

∂𝑥2
(Φ2)  + Φ (1 −

4

9
Φ) , 0 < 𝛼 ≤ 1,       

0 ≤ 𝑥 ≤ 𝑑 ,     𝑡 ≥ 0,    𝑑, 𝑗 ∈ ℝ,

 

   (9)              

With the IC and BCs, 

𝛷(𝑥, 0) = 𝑒
𝑥

3,    𝛷(0, 𝑡) =∈𝛼 (𝑡𝛼) ,   𝛷(𝑑, 𝑡) = 𝑒
𝑑

3 ∈𝛼 (𝑡𝛼) ,
           (10)  

By combining the IC, ET, and Eq. (9), the following result is pro-
duced:  

1

𝑝𝛼
𝐸[Φ(𝑥, 𝑡)] − Φ(𝑥, 0)𝑝2−𝛼 − 𝐸[Φ(𝑥, 𝑡)] = 

𝐸 [
∂2

∂𝑥2
(Φ2)  −

4

9
Φ2],     

 ⇒  𝐸[Φ(𝑥, 𝑡)] =
𝑝2𝑒

𝑥
3

1−𝑝𝛼 +
𝑝𝛼

1−𝑝𝛼 𝐸 [
∂2

∂𝑥2
(Φ2)  −

4

9
Φ2] ,

  

Inverse ET suggests that: 

Φ((𝑥, 𝑡)) = 𝑒
𝑥

3 ∈𝛼 (𝑡𝛼) + 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
∂2

∂𝑥2
(Φ2)  −

4

9
Φ2]},  

The following diagram illustrates the iteration formula using an 
initial approximation.  

𝛷𝑛+1(𝑥, 𝑡) = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼
𝐸 [

𝜕2

𝜕𝑥2
(𝛷𝑛

∗ )2  −
4

9
(𝛷𝑛

∗ )2]},

      

(11)

  

 

with,  Φ0(𝑥, 𝑡) = 𝑒
𝑥

3 ∈𝛼 (𝑡𝛼), 

Utilize the BCs in Eq. (4) and 𝑛 = 0, to ascertain: 

𝛷0
∗ (𝑥, 𝑡) = 𝛷0(𝑥, 𝑡) + (𝑑 − 𝑥)(𝛷(0, 𝑡) − 𝛷0(0, 𝑡))

+𝑥(𝛷(𝑑, 𝑡) − 𝛷0(𝑑, 𝑡)) = 𝑒
𝑥

3 ∈𝛼 (𝑡𝛼),
  

Eq. (11), give:
 

𝛷1(𝑥, 𝑡) = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
𝜕2

𝜕𝑥2
(𝛷0

∗)2  −
4

9
(𝛷0

∗)2]}  = 0,  

Then,
  

𝛷1 = 0,     𝛷2  = 0,     𝛷3  = 0,   . ..  ,  

Using Eq. (6), to find the solution of Eq. (9),
    

𝛷(𝑥, 𝑡)  = ∑ 𝛷𝑛(𝑥, 𝑡)∞
𝑛=0 =  𝑒

𝑥

3 ∈𝛼 (𝑡𝛼), if  𝛼 =

1, then: 𝛷(𝑥, 𝑡)  =  𝑒
𝑥

3
+𝑡 . 

Example 2: Consider the FBPM in two-dimensional, 

𝐷𝑡
𝛼Φ =

∂2

∂𝑥2
(Φ2)  +

∂2

∂𝑦2
(Φ2)  + Φ, 0 < 𝛼 ≤ 1, 0 ≤ 𝑥, 𝑦 ≤

𝜋, 𝑡 ≥ 0,   

                                                                               

(12)

                     

 

With the IC and BCs, 

𝛷(𝑥, 𝑦, 0) = √𝑠𝑖𝑛𝑥𝑠𝑖𝑛ℎ𝑦,   𝛷(0, 𝑦, 𝑡) = 0 , 𝛷(𝜋, 𝑦, 𝑡) = 0,

𝛷(𝑥, 0, 𝑡) = 0 , 𝛷(𝑥, 𝜋, 𝑡) = √𝑠𝑖𝑛𝑥𝑠𝑖𝑛ℎ𝜋. ∈𝛼 (𝑡𝛼) ,
                                               

                                                                                                   (13)  

By combining the IC, ET, and Eq. (12), the following result is 
produced:  

1

𝑝𝛼 𝐸[Φ] − Φ(𝑥, 𝑦, 0)𝑝2−𝛼 − 𝐸[Φ(𝑥, 𝑦, 𝑡)] =       

𝐸 [
∂2

∂𝑥2
(Φ2)  +

∂2

∂𝑦2
(Φ2)] ,

 ⇒  𝐸[Φ] =
𝑝2

1−𝑝𝛼 √sin𝑥sinh𝑦 +
𝑝𝛼

1−𝑝𝛼 𝐸 [
∂2

∂𝐴2
(Φ2)  +

∂2

∂𝑦2
(Φ2)] ,

  

 
(1) 
 

 
(2) 

Fig. 1,2. 3D and 2D graph representations of the exact and approximate       
solutions for example 1, when t = 0.01, α = 0.95,0.85,0.75 

Tab. 1. The numirical outcome of example 1 is determinted by comparing  
the exact and approximate solutions for the two-terms 
approximation 

 t x 
      𝛂
= 𝟎, 𝟕𝟓 

     𝛂
= 𝟎, 𝟖𝟓 

     𝛂
= 𝟎, 𝟗𝟓 Exact 

 
 

0 1.03517 1.02136 1.01293 1.01005 

  0.1 1.07026 1.05598 1.04727 1.04429 

  0.2 1.10654 1.09177 1.08277 1.07968 

  0.3 1.14404 1.12878 1.11947 1.11628 

  0.4 1.18282 1.16704 1.15741 1.15411 

𝛷(𝑥, 𝑡) 0.01 0.5 1.22291 1.20659 1.19664 1.19323 

  0.6 1.26436 1.24749 1.2372 1.23368 

  0.7 1.30722 1.28978 1.27914 1.27549 

  0.8 1.35153 1.33349 1.32249 1.31873 

  0.9 1.39734 1.37869 1.36732 1.36343 

  1 1.4447 1.42542 1.41366 1.40964 
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Inverse ET suggests that: 

𝛷 =∈𝛼 (𝑡𝛼)√𝑠𝑖𝑛𝑥𝑠𝑖𝑛ℎ𝑦 + 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
𝜕2

𝜕𝑥2
(𝛷2)  +

𝜕2

𝜕𝑦2
(𝛷2)]},   

The following diagram illustrates the iteration formula using an 
initial approximation 

𝛷𝑛+1 = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
𝜕2

𝜕𝑥2
(𝛷𝑛

∗)2  +
𝜕2

𝜕𝑦2
(𝛷𝑛

∗)2]},

                

(14) 

With, Φ0 =∈α (tα)√sinxsinhy,  use the BCs in Eq. (4) and 

n = 0  to find: 

Φ0
∗ = Φ0 + (𝜋 − 𝑥)(Φ(0, 𝑦, 𝑡) − Φ0(0, 𝑦, 𝑡)) 

+𝑥(Φ(𝜋, 𝑦, 𝑡) − Φ0(𝜋, 𝑦, 𝑡)) 

+(𝜋 − 𝑦)(Φ(𝑥, 0, 𝑡) − Φ0(𝑥, 0, 𝑡)) + 𝑦(Φ(𝑥, 𝜋, 𝑡) 

−Φ0(𝑥, 𝜋, 𝑡)) =∈𝛼 (𝑡𝛼)√sin𝑥sinh𝑦, 

From Eq. (14), we get: 

𝛷1 = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
𝜕2

𝜕𝑥2
(𝛷0

∗)2  +
𝜕2

𝜕𝑦2
(𝛷0

∗)2]}  = 0,  

Then,  𝛷1 = 0,     𝛷2  = 0,     𝛷3  = 0,   . ..  ,  

The solution to Eq. (12) can then be found by applying Eq. (6), 

Φ = ∑ Φn
∞
n=0 = ∈α (tα)√sinxsinhy, 

when, α = 1, then Φ = et√sinxsinhy . 

 (3) 

 
(4) 

Fig. 3,4:   3D and 2D graph representations of the exact and approximate    
solutions for example 2, when t = 0.5, α = 0.95,0.85,0.75 

Tab. 2.  The numerical outcames of example 2 is determinted by 
comparing the exact and approximate solutions for the two-terms 
approximation. 

 t y x 
𝛂

= 𝟎, 𝟕𝟓
 

      𝛂
= 𝟎, 𝟖𝟓

 

     𝛂
= 𝟎, 𝟗𝟓

 
Exact 

 
 

 0 0. 0. 0. 0. 

   𝜋/6 4.85575 4.43446 4.1024 3.96186 

   𝜋/3 6.39052 5.83608 5.39906 5.21411 

𝛷(𝑦, 𝑡) 0,5 𝜋 𝜋/2 6.86706 6.27127 5.80167 5.60292 

   2𝜋/3 6.39052 5.83608 5.39906 5.21411 

   5 𝜋/6 4.85575 4.43446 4.1024 3.96186 

   𝜋 0. 0. 0. 0. 

Example 3: Think of the FBPM in two dimensions, 

Dt
αΦ(x, y, t) =

∂2

∂x2
(Φ2)  +

∂2

∂y2
(Φ2)  + kΦ, 0 < α ≤ 1,    

 0 ≤ x ≤ d, 0 ≤ y ≤ j, t ≥ 0, k, d, j ∈ ℝ,

      

                                                                                                   

(15) 
With the IC and BCs, 

𝛷(𝑥, 𝑦, 0) = √𝑥𝑦  , 𝛷(0, 𝑦, 𝑡) = 0, 

 𝛷(𝑑, 𝑦, 𝑡) = √𝑑𝑦 ∈𝛼 ((𝑘𝑡)𝛼),

𝛷(𝑥, 0, 𝑡) = 0 , 𝛷(𝑥, 𝑗, 𝑡) = √𝑗𝑥 ∈𝛼 ((𝑘𝑡)𝛼),
                  (16) 

The recurrence relationship will continue to exist in the same 
manner, using an initial approximation, as shown in the following: 

Φ𝑛+1 = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
∂2

∂𝑥2
(Φ𝑛

∗ )2  +
∂2

∂𝑦2
(Φ𝑛

∗ )2]},              (17) 

With,  Φ0 =∈α ((kt)α)√xy , use the BCs in Eq. (4) and but, 

n = 0  to get: 

𝛷0
∗ = 𝛷0 + (𝑑 − 𝑥)(𝛷(0, 𝑦, 𝑡) − 𝛷0(0, 𝑦, 𝑡)) 

+𝑥(𝛷(𝑑, 𝑦, 𝑡)  − 𝛷0(𝑑, 𝑦, 𝑡))  + 

(𝑗 − 𝑦)(𝛷(𝑥, 0, 𝑡) − 𝛷0(𝑥, 0, 𝑡)) + 𝑦(𝛷(𝑥, 𝑗, 𝑡) 

−𝛷0(𝑥, 𝑗, 𝑡)) =∈𝛼 ((𝑘𝑡)𝛼)√𝑥𝑦 , 

The following is taken from Eq. (17): 

Φ1 = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼
𝐸[0]}  = 0    

then, 
1 2 30, 0, 0, ... ,       

The solution to Eq. (15) can therefore be found using Eq. (6). 

  
0

,n

n

kt xy








   if, 1,  then: .kte xy  

(5) 
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(6) 

Fig. 5,6.   3D and 2D graph representations of the exact and approximate 
solutions for example 3, when t = 0.5, α = 0.95,0.85,0.75. 

Tab. 3.  The numerical outcames of example 3 is determinted by 
comparing the exact and approximate solutions for the two-terms 
approximation. 

 t y x 
𝛂

= 𝟎, 𝟕𝟓
 

      𝛂
= 𝟎, 𝟖𝟓

 

     𝛂
= 𝟎, 𝟗𝟓

 
Exact 

 
 

 0 1.03517 1.02136 1.01293 1.01005 

   0.1 1.07026 1.05598 1.04727 1.04429 

   0.2 1.10654 1.09177 1.08277 1.07968 

   0.3 1.14404 1.12878 1.11947 1.11628 

   0.4 1.18282 1.16704 1.15741 1.15411 

𝛷(𝑦, 𝑡) 0.5 0.5 0.5 1.22291 1.20659 1.19664 1.19323 

   0.6 1.26436 1.24749 1.2372 1.23368 

   0.7 1.30722 1.28978 1.27914 1.27549 

   0.8 1.35153 1.33349 1.32249 1.31873 

   0.9 1.39734 1.37869 1.36732 1.36343 

   1 1.4447 1.42542 1.41366 1.40964 

6. NUMERICAL RESULTS 

This work resolves the FBPM with ICs and BCs using a novel 
analytical method based on ET. Results obtained using earlier 
methods are not equivalent to those obtained with current meth-
ods. Multiple parameter values are given in Eqs. (9), (12), and 
(15) to offer a variety of solutions. A variety of solutions can be 
produced by permitting the arbitrary parameters to have different 
values in the solutions. The responses gathered are categorized. 
Visual representations in 2D and 3D are also developed. The 
following information can be used to describe these plots: Figs. 1, 
2, and 3 depict lone waves in different arrangements. Fig. 1 was 
produced for the values in Eq. (9), showing: at  α =
0.95,0.85,0.75 , t = 0.01.This mixture falls within the periodic 

category. Fig. 2 was created using the data α = 0.95,
0.85, 0.75 , t = 0.5, in Eq. (12). Fig. 3 was created usingα =
0.95, 0.85, 0.75, t = 0.5, in Eq. (15). 

The exact solution, which was determined by comparing the 
values of the exact and approximate solutions of FBPM discov-

ered in this issue for various values of the variables,0 < x ≤
1, t = 0.01, is provided in Tab.1. Tab.2 contains the approximate 
solutions, which were ascertained by comparing the values of the 
exact solutions of FBPM for various values of the variables, 

0 < x ≤ π, y = π, t = 0.5. 0 < x ≤ 1, y = 0.5, t = 0.5.  We 
were able to determine the exact solution, which is presented in 
Tab. 3. The suggested approaches were found to be both worka-
ble and efficient. Using the Wolfram Mathematica program, the 
simulations were run and the outcomes were examined.  

7. CONCLUSION 

In this paper, analytical evaluations of non-linear fractional 
biological population models with ICs and BCs are carried out. 
The Riemann–Liouville FI operator generates partially specified 
fractional derivatives. For the speedy and effective resolution of 
numerous difficulties, a novel approach based on ET is proposed. 
Three examples are offered to show the value of the suggested 
approach. The solutions might be handled in a very simple way. 
The outstanding ability of the approach to solve non-linear FBPM 
utilising ICs and BCs allows it to be modified to address a variety 
of boundary value problems. In addition, 2D and 3D graphs were 
employed to demonstrate how the suggested approach contribut-
ed to the outcomes. 

Figures and tables demonstrate that the shapes of the solu-
tions discovered using the suggested method is similar to those of 
the precise solution when the same parameters were chosen. The 
proposed method can also be extended to solve additional FPDEs 
that arise in applied research, according to the ease with which it 
can be put into practice. In the future, we propose adapting the 
considered novel approach with the ET scheme for the analysis of 
nonlinear partial differential equations and certain advanced inte-
gral-related problems in fluid dynamics and elasticity and investi-
gating the proposed method’s stability and error analysis in forth-
coming articles. Finally, we affirm that, subject to ICs and BCs, the 
proposed technique is valid and applicable to all non-linear 
FPDEs. 
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Abstract: In this research, we develop a new analytical technique based on the Elzaki transform (ET) to solve the fractional-order  
biological population model (FBPM) with initial and boundary conditions (ICs and BCs). This approach can be used to locate both  
the closed approximate solution and the exact solution of a differential equation. The usefulness and validity of this strategy for managing 
the solution of FBPM are demonstrated using a few real-world scenarios. The dependability of the suggested strategy is also shown using 
a table and a few graphs. The approximate solutions that were achieved and the convergence analysis are shown in numerical simulations 
in a range of fractional orders. From the numerical simulations, it can be seen that the population density increases with increasing  
fractional order, whereas the population density drops with decreasing fractional order. 

Key words: fractional biological population model, novel analytical method, Elzaki transform, Mittag-Leffler 

1. INTRODUCTION 

Although fractional derivatives have a long mathematical his-
tory, science did not use them frequently for a very long time. One 
possible explanation for the unpopularity of fractional derivatives 
is the prevalence of various non-equivalent definitions of them [1–
3]. Furthermore, due to their non-locality, fractional derivatives 
lack a precise geometrical interpretation [1]. Over the past 10 
years, however, fractional calculus has begun to attract the atten-
tion of mathematicians and engineers much more. It was discov-
ered that fractional derivatives can effectively imitate a variety of 
applications, notably interdisciplinary ones. Fractional derivatives 
can be used to explain a variety of phenomena, such as the non-
linear oscillation of earthquakes [3],   Kilbas et al. [1] provide an 
overview of a few fractional derivative applications in continuous 
mechanics and statistical mechanics. 

Many authors have researched the analytical findings on the 
existence and distinctiveness of fractional differential equation 
[FDE] solutions. Various techniques, including Adomian decom-
position (ADM), Homotopy analysis [5], and many more, have 
been used in recent years to solve FDEs, FPDEs, and dynamic 
systems incorporating fractional derivatives. Fractional operators 
can be used to effectively represent phenomena with the memory 
effect since they are non-local. We stress that a particular frac-
tional operator can change a PDE from a local to a non-local one 
by substituting it for the classical derivative with respect to time.  

In this essay, the FBPM will be resolved using a novel ap-
proach called the Elzaki transform (ET) approach. ET and its 
variations are used to tackle boundary value problems. The rec-
ommended approach [10, 11, 21, 22, 24] presents the solution in 
a finite series form that is straightforward to compute, but the real 
strategy offers greater precision because different starting approx-
imations are employed in any iterations. This class of equations 

including linear fractional differential equations did not have an 
analytical solution method prior to the 17th century. Linear and 
non-linear population problems were handled in [8, 9] using the 
VIM and HPM. Akinfe and Loyinmi [13] have examined other 
earlier research attempts on the current fractional biological popu-
lation model and its applications in quantum physics, optics, fluid 
modelling employing the ET and a solitary wave solution to the 
generalised Burgers-Fisher’s equation using an improved differen-
tial transform method in [14–17, 28]. Additionally, the fractional 
order model is examined in [18–20] with regard to Esmehan Ucar 
et al. 

The Caputo fractional derivative was used for this study be-
cause it enables the formulation of the physical problems to in-
clude conventional initial and boundary conditions (BCs). Provide 
a few other crucial properties of fractional derivatives. A few in-
stances of the identified difficulties are addressed using the gen-
eral description of the suggested solution. Finding analytical solu-
tions to FBPM using initial conditions (ICs) and BCs is fairly diffi-
cult. The current study uses a relatively simple and straightforward 
methodology to obtain closed-form analytical answers for the 
FBPM. We’ll talk about the fractional biological population model 
in this article, and this strategy is a potent method for resolving the 
functional equations that arise from modelling various systems 
analytically. 

The plan of our paper is as follows: Brief definitions of frac-
tional calculus are given in Section 1. Some theorems of the ET 
are given in Section 2. The novel analytical method is presented 
in Section 3. The convergence analysis is presented in Section 4. 
In Section 5, three numerical examples are given to illustrate the 
applicability of the considered method. Numeric results are pre-
sented in Section 6.Section 7 is devoted to the conclusions of the 
work. 

The generalised time-fractional non-linear biological popula-

https://orcid.org/0000-0002-6946-9267
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tion equation we suggest in this paper is as follows: 

𝐷𝑡
𝛼Φ(𝑥, 𝑦, 𝑡) =

∂2

∂𝑥2
(Φ2) +

∂2

∂𝑦2
(Φ2) + 𝑓(Φ),    

0 < 𝛼 ≤ 1,    𝑡 > 0,

                 

(1) 

Given ICs and BCs, and based on Verhulst and Malthusian 
law, we explore a more generic version of, 

𝑓 (Φ) = ℎ Φ𝑎(1 − 𝑟Φ𝑏),   ℎ, 𝑎, 𝑏, 𝑟 ∈ ℝ,  

They switch to Verhulst and Malthusian laws when choosing 
exceptional values. 

Definition 1: The following definition for the Riemann–Liouville 
(R–L) [23], fractional integral (FI) operator, of the order 

𝛼  >   0,of 𝑓 ∈   𝐶𝜇 , 𝜇  ≥   −1, is given: 

𝐽𝛼𝑓(𝜂) =
1

Γ(𝛼)
∫ (𝜂 − 𝑣)𝛼 − 1𝑓(𝑣) 𝑑𝑣, 𝛼 > 0

𝜂

0
. 𝐽0 𝑓(𝜂) =

𝑓(𝜂).     

Some properties of 𝐽𝛼 , for, 𝑓𝑛 ∈  𝐶𝜇 , 𝑛 ∈ 𝑁, 𝛼, 𝛽 ≥

0 and 𝛾 ≥  −1: 

(a)    𝐽𝛼𝐽𝛽𝑓(𝜂)  =  𝐽𝛼 + 𝛽𝑓(𝜂)  

(b)   𝐽𝛼 𝜂𝛾 =  
Γ(𝛾 + 1)

Γ(𝛾 + 𝛼 + 1)
  𝜂𝛼 + 𝛾   

Definition 2: According to Caputo, the fractional derivative 

of  𝑓(𝜂), is: 𝐷𝛼𝑓(𝜂) = 𝐽𝑚  −  𝛼𝐷𝑚𝑓(𝜂). For 𝑚 − 1 <  𝛼 ≤
𝑚, 𝑚 ∈  𝑁, 𝜂 > 0,and𝑓 ∈   𝐶−1

𝑚 . 
Caputo’s fractional derivative (CFD) computes an ordinary de-

rivative first, then a FI to determine the right order of a fractional 
derivative. The FI operator of RL and the integer order integration 
are both linear operations: 

𝐽𝛼  (∑ 𝑐𝑖  𝑓𝑖(𝜂)𝑛
𝑖  =  1 )   =   ∑ 𝑐𝑖  𝐽𝛼𝑓𝑖(𝜂)𝑛

𝑖  =  1 , 

 where,{𝑐𝑖} 𝑖  =  1
𝑛 are constants. 

Fractional derivatives are interpreted as having a Caputo, 
meaning, in the current investigation, provides the reason for 
using the Caputo definition.  

2. ELZAKI TRANSFORM 

Here is a short explanation of the modified Sumudu transform, 
also known as the ET of the function Φ(η), 

𝐸[Φ(𝜂)] = 𝑝 ∫ Φ(𝜂)  𝑒
−

𝜂

𝑝
∞

0
𝑑𝜂 = 𝑇(𝑝)  ,        𝜂 > 0,  

where, 𝑝 is a complex value. 
Tarig M. Elzaki has shown in [10, 11, 5] that PDEs, ODEs, 

systems of PDEs, and Euler-Bernoulli Beam’s can all be solved 
using the modified Sumudu transform, or ET. When Sumudu and 
Laplace transforms are unsuccessful in solving DEs with variable 
coefficients, ET can be effectively used [12].  

Theorem 1: [2] IfΦ = Φ(x, y, t), then the partial derivatives 
are transformed by ET as follows: 

𝐸 [
∂ Φ 

∂𝑡
] =

1

𝑝
𝑇(𝑥, 𝑦, 𝑝) − 𝑝 Φ (𝑥, 𝑦, 0) ,            

𝐸 [
∂2Φ 

∂𝑡2 ] =
1

𝑝2 𝑇(𝑥, 𝑦, 𝑝) − Φ (𝑥, 𝑦, 0) − 𝑝
∂ Φ (𝑥,𝑦,0)

∂𝑡
  ,          

𝐸 [
∂ Φ 

∂𝑥
] =

𝑑

𝑑𝑥
[𝑇(𝑥, 𝑦, 𝑝)],            𝐸 [

∂2Φ 

∂𝑥2 ] =  
𝑑2

𝑑𝑥2
[𝑇(𝑥, 𝑦, 𝑝)],

𝐸 [
∂ Φ 

∂𝑦
] =

𝑑

𝑑𝑦
[𝑇(𝑥, 𝑦, 𝑝)],            𝐸 [

∂2Φ 

∂𝑦2 ] =  
𝑑2

𝑑𝑦2
[𝑇(𝑥, 𝑦, 𝑝)].

  

ET of some functions: 

Φ(𝜂) 𝐸[Φ(𝜂)] = 𝑇(𝑝) 

1 𝑝2 

𝜂 𝑝3 

𝜂𝑛 𝑛!   𝑝𝑛+2 

𝑒𝑎𝜂 
𝑝2

1 − 𝑎𝑝
 

sin𝑎𝜂 
𝑎𝑝3

1 + 𝑎2𝑝2 

cos𝑎𝜂 
𝑝2

1 + 𝑎2𝑝2 

 
Here, we show some lemmas that can be applied to extract 

the function Φ(η), from its ET. 

Lemma 1: ET of R–L FI operator of order α > 0, is repre-
sented as: 

𝐸[𝐽𝛼 Φ(𝜂)]  =  𝑝𝛼  𝑇(𝑝).  

Proof: We begin by: 

𝐸[𝐽𝛼 Φ(𝜂)] = 𝐸 [
1

Γ(𝛼)
 ∫ (𝜂  −   𝛼)𝛼 − 1Φ(𝜂)  𝑑𝜂

𝜂

0
] 

=
1

Γ(𝛼)
  

1

𝑝
 𝑇(𝑝) 𝐺(𝑝) = 𝑝𝛼 𝑇(𝑝)

,  

where 

𝐺(𝑝)   =   𝐸[𝜂𝛼 − 1]   =   𝑝𝛼  + 1Γ(𝛼). 

Lemma 2: ET of CFD for  α > 0,   m −  1  <  α ≤  m,
m ∈ N, is; 

𝐸[𝐷𝑡
𝛼Φ ]  =  𝑝𝑚−𝛼 [

𝑇(𝑥,𝑦,𝑝)

𝑝𝑚   −   
Φ (𝑥,𝑦,0)

𝑝𝑚−2   −   
∂ Φ (𝑥,𝑦,0)

∂𝑡

𝑝𝑚  −  3

 −   ⋅⋅⋅   −  𝑝 
∂𝑚−1 Φ (𝑥,𝑦,0)

∂𝑡𝑚−1

] ,

or   

  

𝐸[𝐷𝑡
𝛼Φ]  =

1

𝑝𝛼 𝐸[Φ ] − ∑
∂𝑘 Φ (𝑥,𝑦,0)

∂𝑡𝑘
𝑚−1
𝑘=0 𝑝2−𝛼+𝑘, 𝑚 − 1 <

𝛼 ≤ 𝑚,  

The following is the definition of the normal and generalized 
Mittag-Leffler functions: 

∈𝛼 (𝜂) = ∑  
𝜂𝑛

Γ(𝑛 𝛼  +  1)
∞
𝑛  =  0 , ∈𝛼 ,𝛽 (𝜂) = ∑  

𝜂𝑛

Γ(𝑛 𝛼  +  𝛽)
∞
𝑛  =  0 ..  

Lemma 3: If, α, β > 0, a ∈ C and 
1

pα  > |a|, the formula for 

inverse ET is as follows: 

𝐸−  1 [
𝑝𝛽   + 1

1  +   𝑎 𝑝𝛼
]   =   𝜂𝛽  − 1  ∈𝛼  ,𝛽 (− 𝑎 𝜂𝛼). 

Proof: 

𝑝𝛽   + 1

1  +  𝑎 𝑝𝛼  =  𝑝𝛽   + 1  
1

1  +  𝑎 𝑝𝛼   
  =   𝑝𝛽   + 1  ∑ (− 𝑎)𝑛(𝑝𝛼)𝑛∞

𝑛  =  0  

= ∑ (− 𝑎)𝑛  𝑝𝑛 𝛼 + 𝛽 + 1∞
𝑛  =  0 ,
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Then: 

𝐸−  1 [
𝑝𝛽   + 1

1  +  𝑎 𝑝𝛼]   =   𝐸−1[∑ (− 𝑎)𝑛  𝑝𝑛 𝛼 + 𝛽 + 1∞
𝑛  =  0 ]

= ∑
(− 𝑎)𝑛𝜂𝑛𝛼+𝛽  − 1

Γ(𝑛𝛼+𝛽)
∞
𝑛  =  0 = 𝐴𝛽  − 1 ∑

(− 𝑎𝜂𝛼)𝑛

Γ(𝑛𝛼+𝛽)
∞
𝑛  =  0 = 𝜂𝛽  − 1 ∈𝛼  ,𝛽 (− 𝑎 𝜂𝛼).

    

3. THE NOVEL ANALYTICAL METHOD 

We explain the basic tenets of the suggested approach in this 
section. Let’s look at the fractional non-linear non-homogeneous 
PDE, 

𝐷𝑡
𝛼Φ + 𝑅[Φ] + 𝑁[Φ] = 𝑔(𝑥, 𝑦, 𝑡) ,

0 < 𝛼 ≤ 2, 0 ≤ 𝑥 ≤ 𝑑 , 0 ≤ 𝑦 ≤ 𝑗 , 𝑡 ≥ 0, 𝑑, 𝑗 ∈ ℝ,
     

(2)

           

 

with the ICs, and BCs, 

Φ(𝑥, 𝑦, 0) = ℎ1(𝑥, 𝑦) ,   Φ𝑡(𝑥, 𝑦, 0) = ℎ2(𝑥, 𝑦) , 
Φ(0, 𝑦, 𝑡) = 𝑘1(𝑦, 𝑡) ,   Φ(𝑑, 𝑦, 𝑡) = 𝑘2(𝑦, 𝑡) ,
Φ(𝑥, 0, 𝑡) = 𝑘3(𝑥, 𝑡) ,    Φ(𝑥, 𝑗, 𝑡) = 𝑘4(𝑥, 𝑡) ,

        (3) 

R, N are linear and non-linear operators, and g, inhomogene-
ous terms.  

Considering that,Φn
∗  the new method was employed to calcu-

late the new solution, 

Φ𝑛
∗ = Φ𝑛 + (𝑑 − 𝑥)(𝑘1 − Φ𝑛(0, 𝑦, 𝑡)) + 𝑥(𝑘2  − Φ𝑛(𝑑, 𝑦, 𝑡))  +

(𝑗 − 𝑦)(𝑘3 − Φ𝑛(𝑥, 0, 𝑡)) + 𝑦(𝑘4  − Φ𝑛(𝑥, 𝑗, 𝑡)),
     

 

 (4) 

where n = 0, 1, ⋯. 

It is obvious thatΦn
∗  will meet both the ICs’ and BCs’ stand-

ards. We can resolve Eq. (2) by using the ET to deduce Eq. (3). 

𝐸[𝐷𝑡
𝛼Φ] + 𝐸{𝑅[Φ] + 𝑁[Φ]} = 𝐸[𝑔] ,

𝐸(Φ) = 𝑝2ℎ1(𝑥, 𝑡) + 𝑝3ℎ2(𝑥, 𝑡) − 𝑝𝛼𝐸{𝑅[Φ] + 𝑁[Φ] − 𝑔}.
 

       

 

 (5) 

It is believed that the solution to Eq. (2) has the following se-
ries form:      

Φ = ∑ Φ𝑛
∞
𝑛=0  ,     

                                              

                       (6) 

As a result of applying Eq. (6) and the inverse of ET to Eq. (5), 
we can now determine,           

∑ Φ∞
𝑛=0 = 𝐺 − 𝐸−1{𝑝𝛼𝐸[𝑅[Φ] + 𝑁[Φ]]},

                           

(7)

                        

 

When,Gan expression is made from a source word and the 
necessary ICs, 

This method relies on how we choose the initial iteration 

Φ0that offers the exact solution in a constrained number of steps. 
To discover the solution iteratively, apply the relations listed 

below.     

Φ𝑛+1 = 𝐸−1{𝑝𝛼𝐸[𝑅[Φ𝑛
∗ ] + 𝑁[Φ𝑛

∗ ]]} ,
 

 

Φ0 = 𝐺,              

                                                                        

(8) 

From Eqs. (8) and (4), we can infer that:  

Φ0,    Φ1,     Φ2 , . ..  ,      

The solution can then be inferred from Eq. (6). 
We demonstrate that FBPMs that are under the ICs, BCs, and 

ET may be resolved using the suggested strategy. 

4. CONVERGENCE ANALYSIS CONSIDERED PROBLEM 

This section examines the FBPM's convergence for the speci-
fied problem, as stated in Eq. (1). To do this, we apply the opera-
tor's Eq. (1) as: 

𝑇(Φ) = 𝐷𝑡Φ = (𝐷𝑥
2 + 𝐷𝑦

2) Φ2 + ℎΦ𝑎 − 𝑟ℎΦ𝑎+𝑏 ,  

Let 𝐻 ∈ 𝐿2[𝑇], ∀Φ ∈ 𝐻, [25] where  

𝐻 ∈ 𝐿Φ
2 [(𝑚, 𝑛) × [0, 𝑇]],  such that, 

Φ: = [(𝑚, 𝑛) × [0, 𝑇]] →  𝑅3,  

with 𝑚 << 0  and  𝐵 = [(𝑚, 𝑛) × [0, 𝑇]], 

where ‖Φ‖𝐻
2 = ∫ Φ2𝑑𝑥𝑑𝑦𝑑𝑡,

𝐵
 then 𝐸𝑡

−1{𝐸𝑡[Φ(𝑥, 𝑦, 𝑡)]} < ∞
 

We now assume the following in order to demonstrate T, to be 
semi-continuous [25]: 

Assumption:  

H1 for σ > 0, exist a constant β > 0, and  ∀Φ1, Φ2 ∈ H, 
with k‖Φ1 + Φ2‖ ≤ σ,  

we obtain 

‖T(Φ1) − T(Φ2)‖ ≤ β‖Φ1 − Φ2‖, ∀Φ1, Φ2 ∈ H. 

Theorem 2: (Convergence Condition)[26]. Without initial and 
BCs convergent to a specific solution, the problem under consid-
eration is examined in Eq. (1). 

Making use of the above Assumption for operator T(Φ), in 
Eq. (1), to obtain, 

𝑇(Φ1) − 𝑇(Φ2) = (𝐷𝑥
2 + 𝐷𝑦

2) Φ1
2 + ℎΦ1

𝑎 − 𝑟ℎΦ1
𝑎+𝑏

−{(𝐷𝑥
2 + 𝐷𝑦

2) Φ2
2 + ℎΦ2

𝑎 − 𝑟ℎΦ2
𝑎+𝑏} = 𝐷𝑥

2(Φ1
2 − Φ2

2)

+𝐷𝑦
2(Φ1

2 − Φ2
2) + ℎ(Φ1

𝑎 − Φ2
𝑎) − 𝑟ℎ(Φ1

𝑎+𝑏 − Φ2
𝑎+𝑏),

 

By using the norm, we can get:  

‖𝑇(Φ1) − 𝑇(Φ2)‖ = ‖𝐷𝑥
2(Φ1 − Φ2)(Φ1 + Φ2)‖

 +‖𝐷𝑦
2(Φ1 − Φ2)(Φ1 + Φ2)‖

+ℎ‖(Φ1
𝑎 − Φ2

𝑎)‖ − 𝑟ℎ‖(Φ1
𝑎+𝑏 − Φ2

𝑎+𝑏)‖,
 

By utilizing the conditions on the operators Dx
2, Dy

2, in 

H, ∃ ς1, ς2 > 0, and if a = b = 1, we can define, 

𝐷𝑥
2(Φ1 − Φ2)(Φ1 + Φ2) ≤ 𝜍1‖Φ1 − Φ2‖,   

𝐷𝑦
2(Φ1 − Φ2)(Φ1 + Φ2) ≤ 𝜍2‖Φ1 − Φ2‖,

 

Therefore, 

‖𝑇(Φ1) − 𝑇(Φ2)‖ ≤ 𝜍1‖Φ1 − Φ2‖ + 𝜍2‖Φ1 − Φ2‖

 +ℎ‖Φ1 − Φ2‖ − 𝑟𝜎‖Φ1 − Φ2‖   ⇒ 

 ‖𝑇(Φ1) − 𝑇(Φ2)‖ ≤ (𝜍1 + 𝜍2 + ℎ − 𝑟𝜎)‖Φ1 − Φ2‖,
 

Let,  

𝑑 =  𝜍1 + 𝜍2 + ℎ − 𝑟𝜎 > 0, then we can write,  

‖𝑇(Φ1) − 𝑇(Φ2)‖ ≤ 𝑑‖Φ1 − Φ2‖. 

Thus, the assumption is met. As a result, the suggested ap-
proach converges. 
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5. ILLUSTRATIVE EXAMPLES  

In this section, we will use three numerical examples to illus-
trate the efficiency and dependability of the method. 
Example 1: Take a look at FBPM in one dimension, 

𝐷𝑡
𝛼Φ(𝑥, 𝑡) =

∂2

∂𝑥2
(Φ2)  + Φ (1 −

4

9
Φ) , 0 < 𝛼 ≤ 1,       

0 ≤ 𝑥 ≤ 𝑑 ,     𝑡 ≥ 0,    𝑑, 𝑗 ∈ ℝ,

 

   (9)              

With the IC and BCs, 

𝛷(𝑥, 0) = 𝑒
𝑥

3,    𝛷(0, 𝑡) =∈𝛼 (𝑡𝛼) ,   𝛷(𝑑, 𝑡) = 𝑒
𝑑

3 ∈𝛼 (𝑡𝛼) ,
           (10)  

By combining the IC, ET, and Eq. (9), the following result is pro-
duced:  

1

𝑝𝛼
𝐸[Φ(𝑥, 𝑡)] − Φ(𝑥, 0)𝑝2−𝛼 − 𝐸[Φ(𝑥, 𝑡)] = 

𝐸 [
∂2

∂𝑥2
(Φ2)  −

4

9
Φ2],     

 ⇒  𝐸[Φ(𝑥, 𝑡)] =
𝑝2𝑒

𝑥
3

1−𝑝𝛼 +
𝑝𝛼

1−𝑝𝛼 𝐸 [
∂2

∂𝑥2
(Φ2)  −

4

9
Φ2] ,

  

Inverse ET suggests that: 

Φ((𝑥, 𝑡)) = 𝑒
𝑥

3 ∈𝛼 (𝑡𝛼) + 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
∂2

∂𝑥2
(Φ2)  −

4

9
Φ2]},  

The following diagram illustrates the iteration formula using an 
initial approximation.  

𝛷𝑛+1(𝑥, 𝑡) = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼
𝐸 [

𝜕2

𝜕𝑥2
(𝛷𝑛

∗ )2  −
4

9
(𝛷𝑛

∗ )2]},

      

(11)

  

 

with,  Φ0(𝑥, 𝑡) = 𝑒
𝑥

3 ∈𝛼 (𝑡𝛼), 

Utilize the BCs in Eq. (4) and 𝑛 = 0, to ascertain: 

𝛷0
∗ (𝑥, 𝑡) = 𝛷0(𝑥, 𝑡) + (𝑑 − 𝑥)(𝛷(0, 𝑡) − 𝛷0(0, 𝑡))

+𝑥(𝛷(𝑑, 𝑡) − 𝛷0(𝑑, 𝑡)) = 𝑒
𝑥

3 ∈𝛼 (𝑡𝛼),
  

Eq. (11), give:
 

𝛷1(𝑥, 𝑡) = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
𝜕2

𝜕𝑥2
(𝛷0

∗)2  −
4

9
(𝛷0

∗)2]}  = 0,  

Then,
  

𝛷1 = 0,     𝛷2  = 0,     𝛷3  = 0,   . ..  ,  

Using Eq. (6), to find the solution of Eq. (9),
    

𝛷(𝑥, 𝑡)  = ∑ 𝛷𝑛(𝑥, 𝑡)∞
𝑛=0 =  𝑒

𝑥

3 ∈𝛼 (𝑡𝛼), if  𝛼 =

1, then: 𝛷(𝑥, 𝑡)  =  𝑒
𝑥

3
+𝑡 . 

Example 2: Consider the FBPM in two-dimensional, 

𝐷𝑡
𝛼Φ =

∂2

∂𝑥2
(Φ2)  +

∂2

∂𝑦2
(Φ2)  + Φ, 0 < 𝛼 ≤ 1, 0 ≤ 𝑥, 𝑦 ≤

𝜋, 𝑡 ≥ 0,   

                                                                               

(12)

                     

 

With the IC and BCs, 

𝛷(𝑥, 𝑦, 0) = √𝑠𝑖𝑛𝑥𝑠𝑖𝑛ℎ𝑦,   𝛷(0, 𝑦, 𝑡) = 0 , 𝛷(𝜋, 𝑦, 𝑡) = 0,

𝛷(𝑥, 0, 𝑡) = 0 , 𝛷(𝑥, 𝜋, 𝑡) = √𝑠𝑖𝑛𝑥𝑠𝑖𝑛ℎ𝜋. ∈𝛼 (𝑡𝛼) ,
                                               

                                                                                                   (13)  

By combining the IC, ET, and Eq. (12), the following result is 
produced:  

1

𝑝𝛼 𝐸[Φ] − Φ(𝑥, 𝑦, 0)𝑝2−𝛼 − 𝐸[Φ(𝑥, 𝑦, 𝑡)] =       

𝐸 [
∂2

∂𝑥2
(Φ2)  +

∂2

∂𝑦2
(Φ2)] ,

 ⇒  𝐸[Φ] =
𝑝2

1−𝑝𝛼 √sin𝑥sinh𝑦 +
𝑝𝛼

1−𝑝𝛼 𝐸 [
∂2

∂𝐴2
(Φ2)  +

∂2

∂𝑦2
(Φ2)] ,

  

 
(1) 
 

 
(2) 

Fig. 1,2. 3D and 2D graph representations of the exact and approximate       
solutions for example 1, when t = 0.01, α = 0.95,0.85,0.75 

Tab. 1. The numirical outcome of example 1 is determinted by comparing  
the exact and approximate solutions for the two-terms 
approximation 

 t x 
      𝛂
= 𝟎, 𝟕𝟓 

     𝛂
= 𝟎, 𝟖𝟓 

     𝛂
= 𝟎, 𝟗𝟓 Exact 

 
 

0 1.03517 1.02136 1.01293 1.01005 

  0.1 1.07026 1.05598 1.04727 1.04429 

  0.2 1.10654 1.09177 1.08277 1.07968 

  0.3 1.14404 1.12878 1.11947 1.11628 

  0.4 1.18282 1.16704 1.15741 1.15411 

𝛷(𝑥, 𝑡) 0.01 0.5 1.22291 1.20659 1.19664 1.19323 

  0.6 1.26436 1.24749 1.2372 1.23368 

  0.7 1.30722 1.28978 1.27914 1.27549 

  0.8 1.35153 1.33349 1.32249 1.31873 

  0.9 1.39734 1.37869 1.36732 1.36343 

  1 1.4447 1.42542 1.41366 1.40964 
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Inverse ET suggests that: 

𝛷 =∈𝛼 (𝑡𝛼)√𝑠𝑖𝑛𝑥𝑠𝑖𝑛ℎ𝑦 + 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
𝜕2

𝜕𝑥2
(𝛷2)  +

𝜕2

𝜕𝑦2
(𝛷2)]},   

The following diagram illustrates the iteration formula using an 
initial approximation 

𝛷𝑛+1 = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
𝜕2

𝜕𝑥2
(𝛷𝑛

∗)2  +
𝜕2

𝜕𝑦2
(𝛷𝑛

∗)2]},

                

(14) 

With, Φ0 =∈α (tα)√sinxsinhy,  use the BCs in Eq. (4) and 

n = 0  to find: 

Φ0
∗ = Φ0 + (𝜋 − 𝑥)(Φ(0, 𝑦, 𝑡) − Φ0(0, 𝑦, 𝑡)) 

+𝑥(Φ(𝜋, 𝑦, 𝑡) − Φ0(𝜋, 𝑦, 𝑡)) 

+(𝜋 − 𝑦)(Φ(𝑥, 0, 𝑡) − Φ0(𝑥, 0, 𝑡)) + 𝑦(Φ(𝑥, 𝜋, 𝑡) 

−Φ0(𝑥, 𝜋, 𝑡)) =∈𝛼 (𝑡𝛼)√sin𝑥sinh𝑦, 

From Eq. (14), we get: 

𝛷1 = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
𝜕2

𝜕𝑥2
(𝛷0

∗)2  +
𝜕2

𝜕𝑦2
(𝛷0

∗)2]}  = 0,  

Then,  𝛷1 = 0,     𝛷2  = 0,     𝛷3  = 0,   . ..  ,  

The solution to Eq. (12) can then be found by applying Eq. (6), 

Φ = ∑ Φn
∞
n=0 = ∈α (tα)√sinxsinhy, 

when, α = 1, then Φ = et√sinxsinhy . 

 (3) 

 
(4) 

Fig. 3,4:   3D and 2D graph representations of the exact and approximate    
solutions for example 2, when t = 0.5, α = 0.95,0.85,0.75 

Tab. 2.  The numerical outcames of example 2 is determinted by 
comparing the exact and approximate solutions for the two-terms 
approximation. 

 t y x 
𝛂

= 𝟎, 𝟕𝟓
 

      𝛂
= 𝟎, 𝟖𝟓

 

     𝛂
= 𝟎, 𝟗𝟓

 
Exact 

 
 

 0 0. 0. 0. 0. 

   𝜋/6 4.85575 4.43446 4.1024 3.96186 

   𝜋/3 6.39052 5.83608 5.39906 5.21411 

𝛷(𝑦, 𝑡) 0,5 𝜋 𝜋/2 6.86706 6.27127 5.80167 5.60292 

   2𝜋/3 6.39052 5.83608 5.39906 5.21411 

   5 𝜋/6 4.85575 4.43446 4.1024 3.96186 

   𝜋 0. 0. 0. 0. 

Example 3: Think of the FBPM in two dimensions, 

Dt
αΦ(x, y, t) =

∂2

∂x2
(Φ2)  +

∂2

∂y2
(Φ2)  + kΦ, 0 < α ≤ 1,    

 0 ≤ x ≤ d, 0 ≤ y ≤ j, t ≥ 0, k, d, j ∈ ℝ,

      

                                                                                                   

(15) 
With the IC and BCs, 

𝛷(𝑥, 𝑦, 0) = √𝑥𝑦  , 𝛷(0, 𝑦, 𝑡) = 0, 

 𝛷(𝑑, 𝑦, 𝑡) = √𝑑𝑦 ∈𝛼 ((𝑘𝑡)𝛼),

𝛷(𝑥, 0, 𝑡) = 0 , 𝛷(𝑥, 𝑗, 𝑡) = √𝑗𝑥 ∈𝛼 ((𝑘𝑡)𝛼),
                  (16) 

The recurrence relationship will continue to exist in the same 
manner, using an initial approximation, as shown in the following: 

Φ𝑛+1 = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼 𝐸 [
∂2

∂𝑥2
(Φ𝑛

∗ )2  +
∂2

∂𝑦2
(Φ𝑛

∗ )2]},              (17) 

With,  Φ0 =∈α ((kt)α)√xy , use the BCs in Eq. (4) and but, 

n = 0  to get: 

𝛷0
∗ = 𝛷0 + (𝑑 − 𝑥)(𝛷(0, 𝑦, 𝑡) − 𝛷0(0, 𝑦, 𝑡)) 

+𝑥(𝛷(𝑑, 𝑦, 𝑡)  − 𝛷0(𝑑, 𝑦, 𝑡))  + 

(𝑗 − 𝑦)(𝛷(𝑥, 0, 𝑡) − 𝛷0(𝑥, 0, 𝑡)) + 𝑦(𝛷(𝑥, 𝑗, 𝑡) 

−𝛷0(𝑥, 𝑗, 𝑡)) =∈𝛼 ((𝑘𝑡)𝛼)√𝑥𝑦 , 

The following is taken from Eq. (17): 

Φ1 = 𝐸−1 {
𝑝𝛼

1−𝑝𝛼
𝐸[0]}  = 0    

then, 
1 2 30, 0, 0, ... ,       

The solution to Eq. (15) can therefore be found using Eq. (6). 

  
0

,n

n

kt xy








   if, 1,  then: .kte xy  

(5) 
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(6) 

Fig. 5,6.   3D and 2D graph representations of the exact and approximate 
solutions for example 3, when t = 0.5, α = 0.95,0.85,0.75. 

Tab. 3.  The numerical outcames of example 3 is determinted by 
comparing the exact and approximate solutions for the two-terms 
approximation. 

 t y x 
𝛂

= 𝟎, 𝟕𝟓
 

      𝛂
= 𝟎, 𝟖𝟓

 

     𝛂
= 𝟎, 𝟗𝟓

 
Exact 

 
 

 0 1.03517 1.02136 1.01293 1.01005 

   0.1 1.07026 1.05598 1.04727 1.04429 

   0.2 1.10654 1.09177 1.08277 1.07968 

   0.3 1.14404 1.12878 1.11947 1.11628 

   0.4 1.18282 1.16704 1.15741 1.15411 

𝛷(𝑦, 𝑡) 0.5 0.5 0.5 1.22291 1.20659 1.19664 1.19323 

   0.6 1.26436 1.24749 1.2372 1.23368 

   0.7 1.30722 1.28978 1.27914 1.27549 

   0.8 1.35153 1.33349 1.32249 1.31873 

   0.9 1.39734 1.37869 1.36732 1.36343 

   1 1.4447 1.42542 1.41366 1.40964 

6. NUMERICAL RESULTS 

This work resolves the FBPM with ICs and BCs using a novel 
analytical method based on ET. Results obtained using earlier 
methods are not equivalent to those obtained with current meth-
ods. Multiple parameter values are given in Eqs. (9), (12), and 
(15) to offer a variety of solutions. A variety of solutions can be 
produced by permitting the arbitrary parameters to have different 
values in the solutions. The responses gathered are categorized. 
Visual representations in 2D and 3D are also developed. The 
following information can be used to describe these plots: Figs. 1, 
2, and 3 depict lone waves in different arrangements. Fig. 1 was 
produced for the values in Eq. (9), showing: at  α =
0.95,0.85,0.75 , t = 0.01.This mixture falls within the periodic 

category. Fig. 2 was created using the data α = 0.95,
0.85, 0.75 , t = 0.5, in Eq. (12). Fig. 3 was created usingα =
0.95, 0.85, 0.75, t = 0.5, in Eq. (15). 

The exact solution, which was determined by comparing the 
values of the exact and approximate solutions of FBPM discov-

ered in this issue for various values of the variables,0 < x ≤
1, t = 0.01, is provided in Tab.1. Tab.2 contains the approximate 
solutions, which were ascertained by comparing the values of the 
exact solutions of FBPM for various values of the variables, 

0 < x ≤ π, y = π, t = 0.5. 0 < x ≤ 1, y = 0.5, t = 0.5.  We 
were able to determine the exact solution, which is presented in 
Tab. 3. The suggested approaches were found to be both worka-
ble and efficient. Using the Wolfram Mathematica program, the 
simulations were run and the outcomes were examined.  

7. CONCLUSION 

In this paper, analytical evaluations of non-linear fractional 
biological population models with ICs and BCs are carried out. 
The Riemann–Liouville FI operator generates partially specified 
fractional derivatives. For the speedy and effective resolution of 
numerous difficulties, a novel approach based on ET is proposed. 
Three examples are offered to show the value of the suggested 
approach. The solutions might be handled in a very simple way. 
The outstanding ability of the approach to solve non-linear FBPM 
utilising ICs and BCs allows it to be modified to address a variety 
of boundary value problems. In addition, 2D and 3D graphs were 
employed to demonstrate how the suggested approach contribut-
ed to the outcomes. 

Figures and tables demonstrate that the shapes of the solu-
tions discovered using the suggested method is similar to those of 
the precise solution when the same parameters were chosen. The 
proposed method can also be extended to solve additional FPDEs 
that arise in applied research, according to the ease with which it 
can be put into practice. In the future, we propose adapting the 
considered novel approach with the ET scheme for the analysis of 
nonlinear partial differential equations and certain advanced inte-
gral-related problems in fluid dynamics and elasticity and investi-
gating the proposed method’s stability and error analysis in forth-
coming articles. Finally, we affirm that, subject to ICs and BCs, the 
proposed technique is valid and applicable to all non-linear 
FPDEs. 
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Abstract: The paper deals with a new integral transformation method called Ψ-Elzaki transform (PETM) in order to analyze some  

Ψ-fractional differential equations. The proposed method uses a modification of the Elzaki transform that is well adapted to deal  

with Ψ-fractional operators. To solve the nonlinear Ψ-fractional differential equations, we combine the PETM by an iterative method  

to overcome this nonlinearity. To validate the accuracy and efficiency of this approach, we compare the results of the discussed numerical 
examples with the exact solutions.  

Key words: Ψ-Integral transform, Ψ-Hilfer derivative, Ψ-Caputo derivative, Ψ-Hilfer fractional derivative equation.

1. INTRODUCTION 

In the literature, we find a several applications of the fractional 
derivatives such as studying the undernutrition problems in preg-
nant women and predicting their intricacies, and investigating the 
behaviour of neural networks under challenging circumstances by 
modelling of Hindmarsh-Rose neuron (HRN) in the biomedical 
field [1, 2]. We also find the modelling of wind turbine system and 
their chaotic permanent magnet synchronous generator in the 
physical field [3], and describing the chemical reactions and acti-
vation energy by the artificial neural networks (ANN) in the chemi-
cal field [4]. The fractional derivatives can also present models for 
many applications in stochastic analysis [5], and can be used to 

extend the physical results obtained in [6−10]. 
Fractional derivatives and fractional integral operators have 

been well developed in the scientific literature, especially in recent 
years. Much of the results obtained are compatible with the needs 
of physical and biological problems. For example, we find that the 
mathematical models studied in biology which intervene in many 
epidemiological phenomena can lead to fractional systems as in 
[11], which relies on the stochastic perturbation technique to 
simulate the propagation evolution of the Lassa fever. Moreover, 
researchers have never lost sight of the fundamental need to 
ensure better models that describe certain problems more realisti-
cally (see for example [12]). Therefore, new methods and defini-
tions of fractional sums/differences are developed for discrete 
fractional calculus (DFC) [13−15], and new methods and defini-
tions of fractional derivatives are developed to give an even better 
description of some dynamical problems [16] and some chaotic 
systems [17]. Integral inequalities were also studied by Rashid et 
al., which are based on fractional calculus [18]. 

 The classical derivatives of fractional order have been known 

by certain approaches such as Riemann-Liouville, Caputo, GrAn-
wald-Letnikov...etc. Despite the diversity of these notions, re-
searchers have continued to develop some generalized notions 
that place these fractional derivatives into a more general con-
cept. This is perhaps the main purpose of the birth of the Ψ-
fractional derivative. This concept of the fractional derivative with 
respect to another function has existed since 1964 when Érdlyi 
started the discussion in [19] of this generalized derivative. Next, 

Olser in 1970 gave a precise definition of the Ψ-fractional deriva-
tive [20]. Since then, many scholars have developed this notion, 
including examples from Almeida [21, 22], Sousa, and Oliveira 
[23]. But the interest of these notions was not purely mathemati-
cal. Conversely, recent works show more and more the efficiency 

of certain models based on the type of Ψ-fractional differential 
equation. For example, the modeling taking into account the 
relaxation and/or the law of deformation of certain bodies is based 
on this type of generalized fractional equations Yang [24].  Con-
cerning the study of Ψ-fractional differential equation by the inte-
gral transform method, we can cite the works of Jarad and Abdel-

jawad that proposed a Ψ-Laplace transformation to treat the type 
of the equations [25]. Using Elzaki transform Singh et al. in [26] 
has developed the Hilfer-Prabhakar fractional derivative to study 
the free electron laser equation. Motivated by these physical 
applications, we propose in this article to treat some equations 
comprising fractional derivatives respecting another function. 

However, the Ψ-fractional derivative problems are not easy to 
solve. Given their obvious interest, we propose a new technique 

called Ψ-Elzaki transform based on the Elzaki transform (ET) 
developed by Elzaki [27], which can enrich the research work on 
approximate solutions. Furthermore, we will be extending our 
technique to nonlinear problems, proposing a combination of the 
Ψ-Elzaki transform and an iterative procedure to overcome the 
nonlinearity. 
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2. PRELIMINARY 

In this section, we recall certain definitions and results. For 
more details concerning these definitions and the proofs of the 
properties, we can consult for example [3, 21, 28, 29].  

2.1. Definitions  

Let u an integrable function on [δ1, δ1] → ℝ, (α, p) ∈ ℝ ×
ℕ and Ψ ∈  Cp([ δ1, δ1]) such that Ψ′(t) > 0. We have the 
following definitions: 

 We define the right Ψ-Riemann-Liouville fractional integral of 
order 𝛼 > 0  as follow: 

𝛪
𝛿1

+
𝛼,𝛹 𝑢(𝑡) =

1

𝛤(𝛼)
∫ 𝛹′(𝑠)𝑢(𝑠)(𝛹(𝑡) − 𝛹(𝑠))

𝛼−1
𝑑𝑠

𝑡

𝛿1
.       (1) 

 For 𝛼 > 0, 𝑛 − 1 < 𝛼 ≤ 𝑛, the left and right Ψ-Reimann-
Liouville fractional derivative is given as: 

𝐷
𝛿±
𝑛−𝛼,Ψ 𝑢(𝑡) = (

1

Ψ′(𝑡)

𝑑

𝑑𝑡
)

𝑛

I
𝛿±
𝛼,Ψ 𝑢(𝑡). 

 For  𝑛 − 1 < 𝛼 ≤ 𝑛 , the left and right Ψ-Caputo fractional 
derivative of order 𝛼 is defined as: 

𝐶𝐷
𝛿±
𝛼,Ψ 𝑢(𝑡) = I

𝛿±
𝛼,Ψ 𝑢Ψ

[𝑛](𝑡), with  𝑢Ψ
[𝑛](𝑡) = (

1

Ψ′(𝑡)

𝑑

𝑑𝑡
)

𝑛

𝑢(𝑡).   

A more general definition that covers Ψ-Riemann-Liouville 

and Ψ-Caputo fractional derivatives, this is the following fractional 
derivative of Ψ-Hilfer.  

Definition 1 ([30]): Let u be an integrable function defined on 

[δ1, δ2], and Ψ ∈ C1([δ1, δ2], ℝ) be an increasing function 
such that  Ψ′(t) ≠ 0, for all t ∈  [δ1, δ2]. The Ψ-Hilfer fractional 

derivative right-sided of order  μ > 0, n = ⌈ μ ⌉ and of type 
0 ≤ α ≤ 1 is defined by: 

𝐻𝐷
𝛿1

+
𝜇,𝛼,Ψ 

𝑢(𝑡) = I
𝛿1

+
𝛼(𝑛−𝜇),Ψ 

(
1

Ψ′(𝑡)

𝑑

𝑑𝑡
)

𝑛

I
𝛿1

+
(1−𝛼)(𝑛−𝜇),Ψ 

𝑢(𝑡). 

In the rest, we denote Λδ1
+ , Λδ1

− respectively by Λδ1
, 

Λδ2
 where Λ denotes the fractional integral or derivative opera-

tors defined in this paper. For these definitions, we have the fol-
lowing properties.  

2.2. Properties  

If  𝑢(𝑡) = (Ψ(𝑡) − Ψ(𝛿1))
𝜂

 where 𝜂 > 𝑛 and 𝛼 > 0  

then, 

𝐶𝐷𝛿1

𝛼,Ψ 𝑢(𝑡) =
Γ(𝜂+1)

Γ(𝜂−𝛼+1)
(Ψ(𝑡) − Ψ(𝛿1))

𝜂−𝛼
.               (2) 

𝐼𝛿1

𝛼,𝛹 𝑢(𝑡) =
𝛤(𝜂+1)

𝛤(𝜂+𝛼+1)
(𝛹(𝑡) − 𝛹(𝛿1))

𝜂+𝛼
.                           (3) 

𝐶𝐷𝛿1

𝛼,Ψ I𝛿1

𝛼,Ψ 𝑢(𝑡) = 𝑢(𝑡).                                                          (4) 

𝐼𝛿1

𝑛,𝛹 𝑢𝛹
[𝑛](𝑡) = 𝑢(𝑡) − ∑

𝑢𝛹
[𝑛]

(𝛿1)

𝑘!
(𝛹(𝑡) − 𝛹(𝛿1))

𝑘𝑛−1
𝑘=0 .       (5) 

𝐼𝛿1

𝛼,𝛹 𝐶𝐷𝛿1

𝛼,𝛹 𝑢(𝑡) =   

𝑢(𝑡) − ∑
𝑢𝛹

[𝑛]
(𝛿1)

𝑘!
(𝛹(𝑡) − 𝛹(𝛿1))

𝑘𝑛−1
𝑘=0 .                                 (6) 

Proof. For to prove the formula (2), we have 

𝑢𝛹
[𝑛](𝑡) =

𝛤(𝜂+1)

𝛤(𝜂−𝑛+1)
𝑢(𝑡)

𝜂−𝑛

𝜂 .  

Using the definition of the Ψ-Caputo fractional derivative, we 
can write 

𝐶𝐷𝛿1

𝛼,𝛹 𝑢(𝑡) =
𝛤(𝜂+1)

𝛤(𝜂−𝑛+1)
𝐼𝛿1

𝑛−𝛼,𝛹 𝑢(𝑡)
𝜂−𝑛

𝜂 = 

Γ(𝜂+1)

Γ(𝑛−𝛼)Γ(𝜂−𝑛+1)
∫ Ψ′(t)(Ψ(𝑡) − Ψ(𝑠))

𝑛−𝛼−1𝑡

𝛿1
𝑢(𝑠)

𝜂−𝑛

𝜂 𝑑𝑠 =

Ω(𝑡) ∫
𝑢′(𝑠)

𝜂
(

(𝑢(𝑠))
1−𝜂

𝑢(𝑡)
)

1

𝜂

(1 − (
𝑢(𝑠)

𝑢(𝑡)
)

1

𝜂
)

𝑛−𝛼−1

(
𝑢(𝑠)

𝑢(𝑡)
)

𝜂−𝑛

𝜂𝑡

𝛿1
𝑑𝑠,   

where Ω(𝑡) =
Γ(𝜂+1)𝑢(𝑡)

𝜂−𝛼
𝜂

Γ(𝑛−𝛼)Γ(𝜂−𝑛+1)
.  

With the change of variables v(s) = (
u(s)

u(t)
)

1

η
 , we obtain 

𝐶𝐷𝛿1

𝛼,Ψ 𝑢(𝑡)  = Ω(𝑡) ∫ (1 − 𝑣)𝑛−𝛼−11

0
𝑣𝜂−𝑛𝑑𝑣 =

Ω(𝑡)𝐵(𝑛 − 𝛼, 𝜂 − 𝑛 + 1),  

where B is the Beta function that satisfies B(x, y) =
Γ(x)Γ(y)

Γ(x+y)
 

which ends the proof of the formula (2).  
In the formula proof (2), we have already implied the formula 

proof (3) where we have 

Γ(𝜂+1)

Γ(𝜂−𝑛+1)
I𝛿1

𝑛−𝛼,Ψ 𝑢(𝑡)
𝜂−𝑛

𝜂 =
Γ(𝜂+1)

Γ(𝜂−𝛼+1)
𝑢(𝑡)

𝜂−𝛼

𝜂 .  

Then 

𝐼𝛿1

𝑛−𝛼,𝛹 (𝛹(𝑡) − 𝛹(𝛿1))
𝜂−𝛼

= 

𝛤(𝜂 − 𝑛 + 1)

𝛤(𝜂 − 𝛼 + 1)
(𝛹(𝑡) − 𝛹(𝛿1))

𝜂−𝛼
. 

With simple changes of variables for n − α and η − n, we 
complete the formula proof (3). 

Formula (4) is a direct consequence of formulas (2) and (3) 
and, formulas (5) and (6) have been well proven in [29].   

3. NOVEL 𝚿-INTEGRAL TRANSFORM METHOD 

This section discusses a type of method that has been and 
still is useful for solving certain differential equations, namely 
integral transforms. This method is useful because it can turn a 
complicated problem into a simpler one. In addition to their clarity, 
integral transformations have also helped us to develop some 
formulas in fractional calculus. We can cite for example Laplace 
transforms, Sumudu transform, Jafari transform, Elzaki transform, 

etc.  [31−33]. 

3.1. Elzaki transform  

Considering the following Elzaki transform: 

Definition 2  Let a function u with respect to t, let s1, s2 > 0, 

it exists M > 0 such that |u(t)| < M exp (
|t|

sj
), for t ∈ (−1)j ×

 [0, ∞). Elzaki transform is defined by: 
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𝑈(𝑠) = ℰ[𝑢(𝑡)] = ℰ(𝑠) = 𝑠 ∫ 𝑢(𝑡) 𝑒𝑥𝑝 (−
𝑡

𝑠
) 𝑑𝑡

∞

0
,           (7) 

where  s  is a complex number, t > 0 and |s| ∈ [s1, s2]. 
By using the properties of this proposed integral transform, we 

can have an efficient tool to deal with linear fractional equations. 
Moreover, we can reach nonlinear cases by combining ET with 
other techniques. For this, let us recall the following formulas 
dealing with the integral and the classical fractional derivative by 
ET. 

ℰ[𝑅𝐿I0
𝛼 𝑢] = 𝑠𝛼𝑈(𝑠).                                                                (8) 

ℰ[𝑅𝐿𝐷0
𝛼 𝑢] =

𝑈(𝑠)

𝑠𝛼 − ∑ 𝑠2−𝑛+𝑘  𝑅𝐿I0
𝑛−𝑘−𝛼 𝑢(0)𝑛−1

𝑘=0 .             (9) 

ℰ[𝐶𝐷0
𝛼 𝑢] =

𝑈(𝑠)

𝑠𝛼 − ∑ 𝑠2−𝛼+𝑘𝑢[𝑘](0)𝑛−1
𝑘=0 .                           (10) 

3.2. Generalized Elzaki transform  

The aim of this study is to show the relevance of this novel 
transform integral and its efficiency in solving certain Ψ-fractional 
equations. We will consider the novel following definition of gen-
eralized integral transform:  

Definition 3 Let a function u on [0, ∞) with respect to t, and 

Ψ an increasing function such that Ψ(0)  =  0. Let s1, s2 > 0, if 

it exists M > 0 such that |u(t)| < M exp (
|t|

sj
), for t ∈

 (−1)j ×  [0, ∞). Then, the Elzaki transform of u with respect to 
Ψ  is defined by: 

𝑈Ψ(𝑠) = ℰΨ[𝑢(𝑡)](𝑠) = 𝑠 ∫ Ψ′(𝑡)𝑢(𝑡)
∞

0

𝑒𝑥𝑝 (−
Ψ(𝑡)

𝑠
) 𝑑𝑡, 

(11) 
where  s  is a complex number, t > 0 and |s| ∈ [s1, s2]. 

Jarad and Abdeljawad in [25] have defined the Ψ-Laplace 
transform. As we have Duality's ownership between ET and LT, 

we can easily check duality between the Ψ-ELzaki and Ψ-Laplace 
transforms. The duality relation is given by the following relations: 

ℰΨ[𝑢(𝑡)](𝑠) =  𝑠ℒΨ[𝑢(𝑡)] (
1

𝑠
),                                             (12) 

ℒΨ[𝑢(𝑡)](𝑠) =  𝑠ℰΨ[𝑢(𝑡)] (
1

𝑠
).                                             (13) 

Using this duality between the two transformations, we can 

make certain results developed in [25, 34] for the Ψ-Laplace 

transform into Ψ-Elzaki transform. 

3.3. Convergence of PET and properties 

Theorem 1:  Let Ψ an increasing function with Ψ(0) = 0 ∈
ℝ, and u is continuous on [0, +∞[ and a Ψ-exponentially func-

tion bounded order 
1

d
> 0 (i.e. ‖u‖∞ ≤  M exp (

Ψ(t)

d
); with M a 

positive constant). Then, the Ψ-Elzaki transform of u exists for 

s > d. 
Proof:  We have  

|ℰΨ[𝑢(𝑡)]| = |𝑠 ∫ Ψ′(𝑡)𝑢(𝑡)
∞

0
𝑒𝑥𝑝 (−

Ψ(𝑡)

𝑠
) 𝑑𝑡|     

 ≤ 𝑠 ∫ Ψ′(𝑡)
∞

0
𝑒𝑥𝑝 (−

Ψ(𝑡)

𝑠
) ‖𝑢‖∞𝑑𝑡  

 ≤ 𝑠𝑀 ∫ Ψ′(𝑡)
∞

0
𝑒𝑥𝑝 (−

Ψ(𝑡)

𝑠
+

Ψ(𝑡)

𝑑
) 𝑑𝑡.    

Using the fact that s >  d, so the primitive limit is cancels for 
infinity, we get 

|ℰΨ[𝑢(𝑡)]| ≤
𝑠2𝑀𝑑

𝑠 − 𝑑
. 

Then the PET is convergent.    
We can also define the inverse of PET by: 

ℰΨ
−1[𝑈(𝑠)](𝑡) =

1

2𝜋𝑗
∫ 𝑈 (

1

𝑠
)

𝑎+𝑗∞

𝑎−𝑗∞
𝑒𝑥𝑝 (−

Ψ(𝑡)

𝑠
) 𝑠 𝑑𝑡.        (14) 

Remark 1: We get the immediate result: If 

ℰΨ[𝑢(𝑡)](𝑠) = 𝑈(𝑠), then ℰΨ[𝑢(Ψ(𝑡))](𝑠) = 𝑈(𝑠).       (15) 

i.e. we have  𝑈Ψ(𝑠) = 𝑈(𝑠). 

Using Remark. 1 and the duality propriety of ET and LT, and 
the results proved in [25] we can easily get the following proprie-
ties: 

Properties:    

ℰΨ[𝑒𝑥𝑝(λΨ(𝑡))] =
𝑠2

1−λs
.                                                        (16) 

ℰΨ [(Ψ(𝑡))
𝛽

] = Γ(𝛽 + 1)𝑠𝛽+2.                                            (17) 

3.4. PET and 𝚿-Fractional operators 

In this section, we will discuss some results of PET that can 

be useful for solving fractional equations of the type Ψ-Caputo. 
But these results can also be extended to Ψ-Hilfer or Ψ-Riemann-
Liouville Fractional equations type and other equations based on 

Ψ-fractional differential operators. 
Proposition 1: If α ∈ ]n − 1, n], n ∈ ℕ then 

ℰΨ[𝑅𝐿I0
𝛼,Ψ𝑢] = 𝑠𝛼𝑈Ψ(𝑠).                                                       (18) 

ℰΨ[𝑅𝐿𝐷0
𝛼,Ψ 𝑢] =

𝑈Ψ(𝑠)

𝑠𝛼
− ∑ 𝑠2−𝑛+𝑘 𝑅𝐿I0

𝑛−𝑘−𝛼,Ψ𝑢(0)

𝑛−1

𝑘=0

.        

           (19) 

ℰΨ[𝐶𝐷0
𝛼,Ψ 𝑢] =

𝑈Ψ(𝑠)

𝑠𝛼 − ∑ 𝑠2−𝛼+𝑘  𝑅𝐿𝐷0
𝑘,Ψ𝑢(0)𝑛−1

𝑘=0 .        (20) 

ℰΨ[𝐻𝐷0
𝜇,𝛼,Ψ 

𝑢] =
𝑈Ψ(𝑠)

𝑠𝜇 − ∑ 𝑠2−𝑛(1−𝛼)+𝑘 I0
(1−𝛼)(𝑛−𝜇)−𝑘,Ψ

𝑢(0)𝑛−1
𝑘=0 .                (21) 

Proof:  For to prove the formula (18): 
Using the duality between ET and LT, we can write 

ℰΨ[𝑅𝐿I0
𝛼,Ψ𝑢](𝑠) =  𝑠ℒΨ[𝑅𝐿I0

𝛼,Ψ𝑢] (
1

𝑠
). 

With Laplace transform, the Ψ-Riemann-Liouville integral is 
given by 

ℒΨ[𝑅𝐿I0
𝛼,Ψ𝑢](𝑠) = 𝑠−𝛼ℒΨ[𝑢](𝑠). 

Using both previous formulas, we get 

ℰΨ[𝑅𝐿I0
𝛼,Ψ𝑢](𝑠) =  (

1

𝑠
)

−𝛼

𝑠ℒΨ[𝑢] (
1

𝑠
) = 𝑠𝛼𝑈Ψ(𝑠). 

The remainders of the results can be easily demonstrated in 
the same way.    
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3.5. PET and some special functions 

Special functions play an important role in the definitions of 
certain fractional derivatives (such as fractional derivatives involv-
ing the kernel of the Mittag-Leffler function (ML) [24]) or even in 
the resolution of certain fractional differential equations. For this, it 
is useful to present some results concerning these functions. 

Definition 4: We consider the following generalized version of 
the Mittag-Leffler function defined in [24], recognized as the Prab-
hakar function 

𝐸𝛼,𝛽
𝛾 (𝑧) = ∑

𝛾𝑘

𝑘!Γ(𝛼𝑘+𝛽)
𝑧𝑘 ,∞ 

𝑘=0                                                  (22) 

where 𝛾𝑘 =
Γ(𝛾+𝑘)

Γ(𝛾)
; (𝛼, 𝛽, 𝛾, 𝑧) ∈ ℂ4 , with 𝑅𝑒(𝛼) > 0. 

In fractional differences, the authors use the Kernel of the dis-
crete Mittag-Leffler function, see [14, 15] for more details. 

By PET, we have the following results: 

Proposition 2 Assume that Re(α) > 0 and |a sβ| < 1. Ap-

plying the PET, we get for ML function with one parameter  

ℰΨ [𝐸𝛽 (𝑎(Ψ(𝑡))
𝛽

)] =
𝑠2

1−𝑎𝑠𝛽.                                               (23) 

For two parameter ML function we have 

ℰΨ [(Ψ(𝑡))
𝛽−1

𝐸𝛽,𝛽 (𝑎(Ψ(𝑡))
𝛽

)] =
𝑠𝛽+1

1−𝑎𝑠𝛽.                        (24) 

For Prabhakar function, we get 

ℰΨ [(Ψ(𝑡))
𝛼−1

𝐸𝛽,𝛼
𝛾

(𝑎(Ψ(𝑡))
𝛽

)] = ℰ[𝑡𝛼−1𝐸𝛽,𝛼
𝛾

(𝑎𝑡𝛽)]          

                                                              =
𝑠𝛼+1

(1−𝑎𝑠𝛽)
𝛾.                   (25) 

We have  

𝐶𝐷0
𝜂,Ψ 

(Ψ(𝑡))
𝛼−1

𝐸𝛽,𝛼
𝛾

(𝑎(Ψ(𝑡))
𝛽

)                                              

                             = (Ψ(𝑡))
𝛽−𝜂−1

𝐸𝛽,𝛼−𝜂
𝛾

(𝑎(Ψ(𝑡))
𝛽

)        (26) 

The proof of these properties is immediate if Remark.1 is tak-
en into account with the properties of ET developed in the scien-
tific literature. 

4. SOLUTION FOR 𝚿-FRACTIONAL DERIVATIVE 
EQUATIONS 

Although the concept of Ψ-fractional operator has been dis-
cussed for decades, the notion of Ψ-fractional derivative equation 
has only been discussed frequently in recent years. For example, 

the random differential equations via the fractional derivative Ψ-
Hilfer [37], Ψ-fractional differential equations [29], and for model-
ing taking into account the relaxation of certain bodies [24]. Guid-
ed by these motivations, we propose to discuss the solution to the 
following types of equations: 

{
𝐶𝐷𝛿1

𝛼,Ψ 𝑢(𝑡) = 𝑔 (𝑡, 𝑢), 𝑡 ∈ [𝛿1, 𝛿2], 𝑛 = ⌈𝛼⌉,                       

𝑢(𝑘)(𝛿1) = 𝑢𝑘, 𝑢(𝑛−1)(𝛿2) = 𝑢𝑛−1,   𝑘 = 0, 1, ⋯ , 𝑛 − 1.                 
 

(27) 

Applying the PET on the (27), and using (20), we get 

ℰΨ[𝑢] = 𝑠𝛼ℰΨ[𝑔 (𝑡, 𝑢)] + ∑ 𝑠2+𝑘  𝐷0
𝑘,Ψ 𝑢𝑘

𝑛−1
𝑘=0 .                 (28) 

By the inverse of PET, we obtain 

𝑢(𝑡) = ℰΨ
−1{𝑠𝛼ℰ[𝑔 (𝑡, 𝑢)]} + ∑

(Ψ(𝑡)−Ψ(0))
𝑘

𝑘!
𝐷0

𝑘,Ψ 𝑢𝑘
𝑛−1
𝑘=0 .  

(29) 

To overcome the nonlinear term of this equation, one can use 
a direct iterative method or the one described for example by [33]. 

Assume that have the following equation: 

𝑢 = 𝑁(𝑢) + 𝑓,                                                                           (30) 

with N a non linear operator, and f a given function. We can solv-
ing (30) by the following iterative method 

{
𝑢0 = 𝑓,               

𝑢𝑝+1 = 𝒩(𝑢𝑝).
                                                                      (31) 

With 𝒩 is approximate of N. Then, the solution is  

u = ∑ uk
∞
k=0 . 

In the situation of problem (27), we can pose 

𝑢0 = ∑
𝑡𝑘

𝑘!
𝐷0

𝑘,Ψ 𝑢(0)𝑛−1
𝑘=0 .                                                         (32) 

𝑁(𝑢) = ℰΨ
−1{𝑠𝛼ℰ[𝑔 (𝑡, 𝑢)]}.                                                   (33) 

Remark 2 If N is linear the iterative procedure in (31) is as fol-
lows:    up+1 = N(up). 

5. NUMERICAL EXAMPLES 

Based on the Ψ-Elzaki transformation, we present some nu-
merical examples to discuss the efficiency of the proposed meth-
od. The main objective is to compare the results obtained with the 
exact solution in each of the considered examples. 

Example 1: We begin with an illustrative example that seeks 
the eigenfunction of the Ψ-Caputo fractional derivative operator. 
This is a relaxation model based on a fractional derivative with 
respect to another function. The model is given by: 

{
𝐶𝐷0

𝛼,Ψ 𝑢(𝑡) = 𝜆𝑢(𝑡), 𝑓𝑜𝑟  𝑡 ∈ [0, 𝑇], 𝑇 > 0, 𝛼 ∈ ]0, 1],

𝑢(0) = 1.                                                                                         
  

(34) 

By the formula  (26), we can find the exact solution to the 
problem  

u(t) = Eα(λ(Ψ(t) − Ψ(s))α). 

Applying the PET to the problem (34), we obtain 

u(t) = ℰΨ
−1{sαℰ[λu]} + u(0). 

In this case, the iterative procedure reduces to the following 
system 

𝑢0 = 1,                             

𝑢𝑝+1 = 𝜆ℰΨ
−1{𝑠𝛼ℰ[𝑢𝑝]}.

 

Then, 

𝑢1 = 𝜆ℰΨ
−1{𝑠𝛼ℰ[𝑢0]} = 𝜆ℰΨ

−1{𝑠𝛼+2} = 𝜆
(Ψ(𝑡)−Ψ(0))

𝛼

Γ(𝛼+1)
,  

𝑢2 = 𝜆ℰΨ
−1{𝑠𝛼ℰ[𝑢1]} =

𝜆2

Γ(𝛼+1)
ℰΨ

−1{𝑠2𝛼+2Γ(𝛼 + 1)}  =
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𝜆2 (Ψ(𝑡)−Ψ(0))
2𝛼

Γ(2𝛼+1)
,  and so on. 

We can write 

𝑢𝑝 = 𝜆𝑝
(Ψ(𝑡) − Ψ(0))

𝑝𝛼

Γ(𝑝𝛼 + 1)
. 

The solution is given by 

𝑢 = ∑ 𝜆𝑝 (Ψ(𝑡)−Ψ(0))
𝑝𝛼

Γ(𝑝𝛼+1)
∞
𝑘=0 = 𝐸𝛼(𝜆(Ψ(𝑡) − Ψ(0))

𝛼
).  

Example 2: We choose an inhomogeneous relaxation model 
based on the Ψ-fractional derivative. This model has been solved 
numerically in [38] having only the Caputo fractional derivative. 

{
𝐶𝐷0

𝛼,Ψ 𝑢(𝑡) + 𝑢(𝑡) =
(Ψ(𝑡)−Ψ(0))

4−𝛼

Γ(5−𝛼)
, 𝑡 ≥ 0, 𝛼 ∈ ]0, 1].  

𝑢(0) = 0.                                                                                                     
  

(35) 
Applying (29), we obtain  

𝑢(𝑡) = −ℰΨ
−1{𝑠𝛼ℰ[𝑢]} + ℰΨ

−1 {𝑠𝛼ℰ [
(Ψ(𝑡)−Ψ(0))

4−𝛼

Γ(5−𝛼)
]}.  

Then 

{
𝑢0 = ℰΨ

−1 {𝑠𝛼ℰ [
(Ψ(𝑡)−Ψ(0))

4−𝛼

Γ(5−𝛼)
]} ,

𝑢𝑝+1 = −ℰΨ
−1{𝑠𝛼ℰ[𝑢𝑝]},    𝑝 ≥ 0.      

  

Putting 

𝑢0 = ℰΨ
−1 {𝑠𝛼ℰ [

(Ψ(𝑡)−Ψ(0))
4−𝛼

Γ(5−𝛼)
]} =

(Ψ(𝑡)−Ψ(0))
4

Γ(5)
.          

𝑢1 = −ℰΨ
−1 {𝑠𝛼ℰ [

(Ψ(𝑡)−Ψ(0))
4

Γ(5)
]} = −

(Ψ(𝑡)−Ψ(0))
𝛼+4

Γ(𝛼+5)
.        

𝑢2 = −ℰΨ
−1 {𝑠𝛼ℰ [−

(Ψ(𝑡)−Ψ(0))
𝛼+4

Γ(𝛼+5)
]} =

(Ψ(𝑡)−Ψ(0))
2𝛼+4

Γ(2𝛼+5)
  

𝑢3 = −
(Ψ(𝑡)−Ψ(0))

3𝛼+4

Γ(3𝛼+5)
.  

Then 

𝑢(𝑡) = (Ψ(𝑡) − Ψ(0))
4

{
1

Γ(5)
−

(Ψ(𝑡)−Ψ(0))
𝛼

Γ(𝛼+5)
+

(Ψ(𝑡)−Ψ(0))
2𝛼

Γ(2𝛼+5)
−

(Ψ(𝑡)−Ψ(0))
3𝛼

Γ(3𝛼+5)
+ ⋯ }  

= (Ψ(𝑡) − Ψ(0))
4

𝐸𝛼,5[−(Ψ(𝑡) − Ψ(0))
𝛼

].                         

For the first performance test we set α = 0.2 and Ψ = t2. 
This involves comparing the exact solution with a numerical solu-

tion estimated after 3 iterations of PET method. We notice in Fig.1 
that the numerical solution is almost identical to the exact solution. 

Fig.2 shows the variation of the solution according to the val-

ues of the fractional derivative α. Knowing that in this case, we 

took Ψ = t2. 

The main objective of defining Ψ-fractional operators is to ob-
tain a generalized notion that gathers some fractional derivatives 
in a single definition. In Fig.3, we present the solutions according 
to different values of the functions Ψ. 

 

 
Fig. 1. Comparison of the exact solution and the numerical solution after 

 3 iterations of PET method 

 

Fig. 2. Solutions for different values of α and for Ψ(t) = t2 

 
Fig. 2. Solutions for different values of Ψ 
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Example 3: Considering the following inhomogeneous Ψ-
fractional derivative equation: 

{
𝐶𝐷0

𝛼,Ψ 𝑢(𝑡) − 𝜆𝑢(𝑡) = 𝐶, 𝑡 ≥ 0, 𝑎𝑛𝑑 0 < 𝛼 ≤ 1.

𝑢(0) = 0.                                                                                 
           (36) 

 Applying (29), we obtain 

𝑢(𝑡) = 𝜆ℰΨ
−1{𝑠𝛼ℰ[𝑢]} + 𝐶ℰΨ

−1{𝑠𝛼+2}. 

Then 

{
𝑢0 = 𝐶ℰΨ

−1{𝑠𝛼+2} = 𝐶
(Ψ(𝑡)−Ψ(0))

𝛼

Γ(𝛼+1)
,

𝑢𝑝+1 = 𝜆ℰΨ
−1{𝑠𝛼ℰ[𝑢𝑝]},    𝑝 ≥ 0.             

  

Then 

𝑢1 = 𝜆ℰΨ
−1{𝑠𝛼ℰ[𝑢0]} = 𝜆𝐶ℰΨ

−1 {𝑠𝛼ℰ [
(Ψ(𝑡)−Ψ(0))

𝛼

Γ(𝛼+1)
]}    

= 𝜆𝐶
(Ψ(𝑡)−Ψ(0))

2𝛼

Γ(2𝛼+1)
.    

𝑢2 = 𝜆ℰΨ
−1{𝑠𝛼ℰ[𝑢1]} = 𝜆2𝐶

(Ψ(𝑡) − Ψ(0))
3𝛼

Γ(3𝛼 + 1)
. 

And 

𝑢3 = 𝜆3𝐶
(Ψ(𝑡) − Ψ(0))

4𝛼

Γ(4𝛼 + 1)
. 

Then 

𝑢(𝑡) =
𝐶

𝜆
{𝜆

(Ψ(𝑡) − Ψ(0))
𝛼

Γ(𝛼 + 1)
+ 𝜆2𝐶

(Ψ(𝑡) − Ψ(0))
2𝛼

Γ(2𝛼 + 1)

+ 𝜆3𝐶
(Ψ(𝑡) − Ψ(0))

3𝛼

Γ(3𝛼 + 1)
+ ⋯ }, 

=
𝐶

𝜆
(𝐸𝛼(𝜆(Ψ(𝑡) − Ψ(0))

𝛼
) − 1).                 

Example 4: With Ψ-Caputo fractional derivative, we consider 
the non-linear fractional boundary value problem 

{
𝐶𝐷0

𝛼,Ψ 𝑢(𝑡) + 𝑢2(𝑡) = 1, 𝑡 ≥ 0  𝑎𝑛𝑑  0 < 𝛼 ≤ 1.

𝑢(0) = 0.                                                                                        
 

                                                                                              (37) 

Applying (29), we obtain 

𝑢(𝑡) = −ℰΨ
−1{𝑠𝛼ℰ[𝑢2]} + ℰΨ

−1{𝑠𝛼+2} 

 = −ℰΨ
−1{𝑠𝛼ℰ[𝑢2]} +

(Ψ(𝑡)−Ψ(0))
𝛼

Γ(𝛼+1)
.   

Using for this example the Adomian decomposition method 

{
𝑢0 =

(Ψ(𝑡) − Ψ(0))
𝛼

Γ(𝛼 + 1)
,                                   

𝑢𝑝+1 = −ℰΨ
−1{𝑠𝛼ℰ[𝐴𝑝]},    𝑝 ≥ 0.              

 

With Ap is p-th order of Adomian polynomial of the term u2. 

Putting 

𝑢0 =
(Ψ(𝑡) − Ψ(0))

𝛼

Γ(𝛼 + 1)
.                                                                 

𝑢1 = −ℰΨ
−1{𝑠𝛼ℰ[𝐴0]} = −ℰΨ

−1 {𝑠𝛼ℰ [
(Ψ(𝑡)−Ψ(0))

2𝛼

Γ2(𝛼+1)
]}   

= −
Γ(2𝛼+1)

Γ2(𝛼+1)
ℰΨ

−1{𝑠3𝛼+2}                                             

= −
Γ(2𝛼+1)

Γ2(𝛼+1)Γ(3𝛼+1)
(Ψ(𝑡) − Ψ(0))

3𝛼
.                 

𝑢2 = −ℰΨ
−1{𝑠𝛼ℰ[𝐴1]} = −ℰΨ

−1{𝑠𝛼ℰ[2𝑢0𝑢1]}                            

=
2Γ(2𝛼+1)Γ(4𝛼+1)

Γ3(𝛼+1)Γ(3𝛼+1)Γ(5𝛼+1)
(Ψ(𝑡) − Ψ(0))

5𝛼
.  

And 

𝑢3 = −ℰΨ
−1{𝑠𝛼ℰ[𝐴2]} = −ℰΨ

−1{𝑠𝛼ℰ[𝑢0𝑢2 + 𝑢1
2]}                            

= −
4Γ(2𝛼+1)Γ(4𝛼+1)Γ(6𝛼+1)

Γ4(𝛼+1)Γ(3𝛼+1)Γ(5𝛼+1)Γ(7𝛼+1)
(Ψ(𝑡) − Ψ(0))

7𝛼
  

−
Γ2(2𝛼+1)Γ(6𝛼+1)

Γ4(𝛼+1)Γ2(3𝛼+1)Γ(7𝛼+1)
(Ψ(𝑡) − Ψ(0))

7𝛼
.        

Note that at 𝛼 = 1 the solution of (37) is given by 

𝑢(𝑡) = (Ψ(𝑡) − Ψ(0)) −
(Ψ(𝑡) − Ψ(0))

3

3
+

2(Ψ(𝑡) − Ψ(0))
5

15
 

                                                                −
17(Ψ(𝑡)−Ψ(0))

7

315
+ ⋯ =

tanh(Ψ(𝑡) − Ψ(0)) .                                                        

6. CONCLUSIONS 

This paper discusses and develops a generalized integral 
transform PET to find exact or approximate solutions to the linear 
or nonlinear Ψ-fractional differential equations. Contemplating the 
preliminary, several existing details of fractional calculus can be 
identified in the literature. The Ψ-fractional differential equations 
thus proposed in numerical tests were processed by the PETM 
combined with an iterative method, and this combination was very 
suitable for dealing with the fractional derivative involving a func-

tion Ψ. We conclude the effectiveness and success of this method 

for solving certain type of linear or nonlinear Ψ-fractional differen-
tial equations. Therefore, the proposed method in this paper and 
its numerical results can stimulates to work for applying on other 
operators fractional calculus. 
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